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Abstract

We first introduce global arithmetic cohomology groups for quasi-
coherent sheaves on arithmetic varieties, adopting an adelic approach.
Then, we establish fundamental properties, such as topological duality
and inductive long exact sequences, for these cohomology groups on arith-
metic surfaces. Finally, we expose basic structures for ind-pro topologies
on adelic spaces of arithmetic surfaces. In particular, we show that these
adelic spaces are topologically self-dual.
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Introduction

In the study of arithmetic varieties, cohomology theory has been developed
along with the line of establishing an intrinsic relation between arithmetic Euler
characteristics and arithmetic intersections. For examples, for an arithmetic
curve SpecOF associated to the integer ring OF of a number field F with
discriminant ∆F and a metrized vector sheaf E on it, we have the Arakelov-
Riemann-Roch formula

χar(F,E) = degar(E)− rankE

2
log |∆F |;

And, for a regular arithmetic surface π : X → SpecOF and a metrized line sheaf
L on it, if we equip with X∞ a Kähler metric, and line sheaves λ(L) and λ(OX)
with the Quillen metrics, namely, equip determinants of relative cohomology
groups with determinants of L2-metrics modified by analytic torsions, then we
have the Faltings-Deligne-Riemann-Roch isometry

λ(L)
⊗2

⊗ λ(OX)
⊗−2

≃ ⟨L, (L ⊗K
⊗−1
π )⟩;

More generally, for higher dimensional arithmetic varieties, we have the works
of (Bismut-)Gillet-Soulé.

In this paper, we start to develop a genuine cohomology theory for arith-
metic varieties, as a continuation of the works of Parshin ([P1,2]), Beilinson
([B]), Osipov-Parshin ([OP]), and our own study ([W]). Our aims here are to
construct arithmetic cohomology groupsHi

ar for quasi-coherent sheaves on arith-
metic varieties, and to establish topological dualities among these cohomology
groups for arithmetic surfaces.

The approach we take in this paper is an adelic one. Here, we use three main
ideas form the literatures. Namely, the first one of adelic complexes initiated in
the classical works [P1,2] and [B], (see also [H]), which is recalled in §1.1 and used
in §1.2 systematically; the second one of ind-pro structures over adelic spaces
from [OP], which is recalled in §1.2.1 and motivates our general constructions in
§1.2.2; and the final one on the uniformity structure between finite and infinite
adeles from [W], which is recalled in §1.2.4 and plays an essential role in §1.2.3
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when we construct our adelic spaces. In particular, we are able to introduce
arithmetic adelic complexes (A∗ar(X,F), d∗) for quasi-coherent sheaves F over
arithmetic varieties X, and hence are able to define their associated arithmetic
cohomology groups Hi

ar(X,F) := Hi(A∗ar(X,F), d∗). Consequently, we have the
following

Theorem I. Let X be an arithmetic variety and F be a quasi-coherent sheaf
on X, then there exist a natural arithmetic adelic complex (A∗ar(X,F), d∗) and
hence arithmetic cohomology groups Hi

ar(X,F) := Hi(A∗ar(X,F), d∗). In par-
ticular, Hi

ar(X,F) = 0 unless i = 0, 1, . . . , dimXar.

To understand this general cohomology theory in down-to-earth terms, in
section two, we develop a much more refined cohomology theory for Weil divisors
D over arithmetic surfaces X. This, in addition, is based on a basic theory
for canonical ind-pro topologies over arithmetic adelic spaces. Recall that, by
definition,

Aar
X := Aar

X(OX) ≃ lim
−→D

lim
←−E
E≤D

Aar
X,12(D)

/
Aar
X,12(E).

Here Aar
X,12(D) is one of the level two subspaces of Aar

X introduced in §2.3.1.
Moreover, for divisors E ≤ D, Aar

X,12(D)
/
Aar
X,12(E) are locally compact. Thus,

using first projective then inductive limits, we obtain a canonical ind-pro topol-
ogy on Aar

X . In particular, we have the following natural generalization of topo-
logical theory for one dimensional adeles (see e.g., [Iw], [T]) to dimension two.

Theorem II. Let X be an arithmetic surface. With respect to the canonical
ind-pro topology on Aar

X , we have

(1) Aar
X is a Hausdorff, complete, and compact oriented topological group;

(2) Aar
X is self-dual. That is, as topological groups,

Âar
X ≃ Aar

X .

With these basic topological structures exposed, next we apply them to our
cohomology groups. For this, we first recall an arithmetic residue theory in
§2.1, by adopting a very precise approach of Morrow [M1,2], a special case of a
general theory on residues of Grothendieck (see e.g., [L], [B] and [Y]). Then, we
introduce a global pairing ⟨·, ·⟩ω in §2.2 on the arithmetic adelic space Aar

X , and
prove the following

Proposition A. Let X be an arithmetic surface and ω be a non-zero rational
differential on X. Then, the natural residue pairing ⟨·, ·⟩ω : Aar

X × Aar
X → S1 is

non-degenerate.

Moreover, we construct the so-called level two adelic subspaces Aar
X,01,Aar

X,02

and Aar
X,12(D) of Aar

X in §2.3.1. Accordingly, we calculate their perpendicular
subspaces with respect to our global residue pairing.

Proposition B. Let X be an arithmetic surface, D be a Weil divisor and ω be
a non-zero rational differential on X. Denote by (ω) the canonical divisor on
X associated to ω. Then we have

(1) Level two subspaces Aar
X,01,Aar

X,02 and Aar
X,12(D) are closed in Aar

X ;

(2) With respect to the residue pairing ⟨·, ·⟩ω,(
Aar
X,01

)⊥
= Aar

X,01,
(
Aar
X,02

)⊥
= Aar

X,02, and
(
Aar
X,12(D)

)⊥
= Aar

X,12((ω)−D).
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Our lengthy proof for (2) is based on the residue formulas for horizontal and
vertical curves on arithmetic surfaces established in [M2]. Moreover, as one can
find from the proof of this theorem in §2.3.2, all the level two adelic subspaces
Aar
X,01,Aar

X,02 and Aar
X,12(D) are characterized by these perpendicular properties

as well. As for (1), our proof in §3.1.3 uses a topological notion of completeness
in an essential way.

With the help of these level two subspaces, now we are ready to write down
the adelic complex of §1.2.3 and hence its cohomology groups Hi

ar(X,OX(D))
associated to the line bundle OX(D) on an arithmetic surface X very explicitly.
Indeed, according to §1.2.3, or more directly, following [P], we arrive at the
following central

Definition. Let X be an arithmetic surface and D be a Weil divisor on X. We
define arithmetic cohomology groups Hi

ar(X,OX(D)) for the line bundle OX(D)
on X, i = 0, 1, 2, by

H0
ar(X,OX(D)) :=Aar

X,01 ∩ Aar
X,02 ∩ Aar

X,12(D);

H1
ar(X,OX(D))

:=
((

Aar
X,01 + Aar

X,02

)
∩ Aar

X,12(D)
)/(

Aar
X,01 ∩ Aar

X,12(D) + Aar
X,02 ∩ Aar

X,12(D)
)
;

H2
ar(X,OX(D)) :=Aar

X,012

/(
Aar
X,01 + Aar

X,02 + Aar
X,12(D)

)
.

Similar to usual cohomology theory, these cohomology groups admit a natu-
ral inductive structure. For details, please refer to Propositions 17, 18 in §2.4.2.
Moreover, induced from the canonical ind-pro topology on Aar

X , we obtain nat-
ural topological structures for our cohomology groups, since, from Proposition
B(1) above, the subspaces Aar

X,01,Aar
X,02 and Aar

X,12(D) are all closed. Conse-
quently, as one of the main results of this paper, with the use of Theorem II
above, in §3.2.4, we are able to establish the following

Theorem III. Let X be an arithmetic surface with a canonical divisor KX and
D be a Weil divisor on X. Then, as topological groups,

̂Hi
ar(X,OX(D)) ≃ H2−i

ar (X,OX(KX −D)) i = 0, 1, 2.

Our theory is natural and proves to be very useful. For example, as recalled
in §1.2.4, in [W], based on Tate’s thesis ([T]), for a metrized bundle E on an
arithmetic curve SpecOF , we are able to prove a refined arithmetic duality:

h1ar
(
X, E

)
= h0ar

(
X, KX ⊗ E

∨)
,

and establish ‘the’ arithmetic Riemann-Roch theorem:

h0ar
(
X, E

)
− h1ar

(
X, E

)
= degar(E)− rankE

2
log |∆F |,

(where hi denotes the arithmetic count of Hi
ar,) and obtain an effective version

of ampleness and vanishing theorem. All this plays an essential role in our
studies of non-abelian zeta functions for number fields.
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1 Arithmetic Adelic Complexes

1.1 Parshin-Beilinson’s Theory

For later use, we here recall some basic constructions of adelic cohomology
theory for Noetherian schemes of Parshin-Beilinson ([P1,2], [B], see also [H]).

1.1.1 Local fields for reduced flags

Let F be a number field withOF the ring of integers, and π : X → SpecOF be an
integral arithmetic variety. By a flag δ = (p0, p1, . . . , pn) on X, we mean a chain
of integral subschemes pi satisfying pi+1 ∈ {pi} =: Xi; and we call δ reduced if
dim pi = n − i for each i. For a reduced δ, with respect to each affine open
neighborhood U = SpecB of the closed point pn, we obtain a chain, denoted
also by δ with an abuse of notation, of prime divisors on U . Consequently,
through processes of localizations and completions, we can associate to δ a ring

Kδ := Cp0S
−1
p0 . . . CpnS

−1
pn B.

Here, as usual, for a ring R, an R-module M and a prime ideal p of R, we write
S−1p M for the localization of M at Sp = R\p, and CpM = lim←n∈N M/pnM its
p-adic completion.

The ring Kδ is independent of the choices of B. Indeed, following [P2], we
can introduce inductively schemes X ′i,αi

as in the following diagram

X0 ⊃ X1 ⊃ X2 ⊃ · · ·
↑ ↑
X ′0 ⊃ X1,α1 ⊃ ↑

↑
X ′1,α1

⊃ X2,α2

↑
...

whereX ′ denotes the normalization of a schemeX, andXi,αi denotes an integral
subscheme in X ′i−1,αi−1

which dominates Xi. In particular,

(i) X1,α1 , being an integral subvariety of the normal scheme X ′0, defines a dis-
crete valuation of the field of rational functions on X0, whose residue field
coincides with the field of rational functions on the normal scheme X ′1,α1

.

(ii) More generally, for a fixed i, 1 ≤ i ≤ n, Xi,αi , being an integral subvariety of
the normal scheme X ′i−1,αi−1

, defines a discrete valuation of the field of rational
functions on X ′i−1,αi−1

, whose residue field coincides with the field of rational
functions on the normal scheme X ′i,αi

.

Accordingly, for each collection (α1, α2, . . . , αn) of indices, the chain of field
of rational functions K0,K1,α1 , . . . ,Kn,αn defines an n-dimensional local field
K(α1,...,αn) and hence an Artin ring

Kδ := ⊕(α1,...,αn)∈Λδ
K(α1,...,αn).

Theorem 1. ([P1,2], [Y]) Let δ = (p0, p1, . . . , pn) be a reduced flag on X, and
K(α1,...,αn) be the n-dimensional local field associated to the collection of indices
(α1, α2, . . . , αn) above. Then, we have
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(1) The n-dimensional local field K(α1,...,αn) is, up to finite extension, isomor-
phic to

either F ′v((tn−1)) · · · ((t1)), or F ′v{{tn}} · · · {tm+2}}((tm)) . . . ((t1))

where F ′v denotes a certain finite extension of some v-adic non-Archimedean
local field Fv;

(2) The ring Kδ is isomorphic to Kδ. In particular, it is independent of the
choices of U .

For example, if X is an arithmetic surface, and p1 is a vertical curve, then,
up to finite extension, Kδ = Fπ(p2){{u}},1 where u denotes a local parameter
of the curve p1 at the point p2, and Fπ(p2) denotes the π(p2)-adic number field
associated to the closed point π(p2) on SpecOF ; on the other hand, if p1 is a
horizontal curve, then Kδ = L((t)), where t is a local parameter of p1 at p2, and
L/F is a finite field extension. Indeed, p1 corresponds to an algebraic point on
the generic fiber XF of π, and L is simply the corresponding defining field.

1.1.2 Adelic cohomology theory

Let X be a Noetherian scheme, and let P (X) be the set of (integral) points of
X (in the scheme theoretic sense). For p, q ∈ P (X), if q ∈ {p}, we write p ≥ q.
Let S(X) be the simplicial set induced by (P (X),≥), i.e., the set of m-simplices
of S(X) is defined by

S(X)m :=
{
(p0, . . . , pm) | pi ∈ P (X), pi ≥ pi+1

}
,

the natural boundary maps δni are defined by deleting the i-th point, and the
degeneracy maps σni are defined by duplicating the i-th point:

δmi : S(X)m → S(X)m−1, (p0, . . . , pi, . . . , pm) 7→ (p0, . . . , p̌i, . . . , pm),

σmi : S(X)m → S(X)m+1, (p0, . . . , pi, . . . , pm) 7→ (p0, . . . , pi, pi, . . . , pm).

Denote also by S(X)redm the subset of S(X)m consisting of all non-degenerate
simplifies, i.e.,

S(X)redm =
{
(p0, . . . , pm) ∈ S(X)m

∣∣ dim pi ̸= dim pj ∀i ̸= j
}
.

For p ∈ P (X) andM anOp-module, set [M ]p := (ip)∗M , where ip : Spec(Op) ↪→
X denotes the natural induced morphism. Moreover, for K ⊂ S(X)m and a
point p ∈ P (X), introduce pK ⊂ S(X)m−1 by

pK :=
{
(p1, . . . , pm) ∈ S(X)m−1 | (p, p1, . . . , pm) ∈ K

}
.

Then, we have the following

Proposition 2. ([P1,2], [B], see also [H, Prop 2.1.1]) There exists a unique
system of functors {A(K, ∗)}

K⊂S(X)
from the category of quasi-coherent sheaves

on X to the category of abelian groups, such that

(i) A(K, ·) commutes with direct limits.

1Definition of Fπ(p2){{u}} will be recalled in §2.1.1.
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(ii) For a coherent sheaf F on X,

A(K,F) =


∏
p∈K

lim
←−l

Fp
/
mlpFp, m = 0,

∏
p∈P (X)

lim
←−l

A
(
pK, [Fp

/
mlpFp]p

)
, m > 0.

Here mp denotes the prime ideal associated to p.

Consequently, for any quasi-coherent sheaf F on X, there exist well-defined
adelic spaces

AmX(F) := A
(
S(X)redm ,F

)
.

Clearly, if we introduce Ki0,...,im =
{
(p0, . . . , pm) ∈ S(X)m | codim

(
{pr}

)
=

ir ∀ 0 ≤ r ≤ m
}
, and define AX;i0,...,im(F) := AX

(
Ki0,...,im ,F

)
, then

AmX(F) =
⊕

0≤i0<···<im≤dimX

AX;i0,...,im(F).

Moreover, since A(K,F) ⊂
∏

(p0,...,pm)∈K A
(
(p0, . . . , pm),F

)
, we sometimes

write an element f of A(K,F) as f = (fp0,...,pm) or f = (fX0,...,Xm), where

Xi = {pi} and fp0,...,pm = fX0,...,Xm ∈ A
(
(p0, . . . , pm),F

)
.

To get an adelic complex associated to X, we next introduce boundary
maps dm : Am−1X (F) → AmX(F) as in [H, Def 2.2.2]. For K ⊂ S(X)m and
L ⊂ S(X)m−1 such that δmi K ⊂ L for a certain i, we define a boundary map

dmi (K,L,F) : A(L,F) −→ A(K,F)

as follows.

(a) For coherent sheaves F ,

(i) When i = 0, for p ∈ P (X), induced from the morphism F → [Fp/mlpFp]p and
the inclusion pK ⊂ L, we have the morphisms A(L,F) → A

(
L, [Fp/mlpFp]p

)
and A

(
L, [Fp/mlpFp]p

)
→ A

(
pK, [Fp/mlpFp]p

)
. Their compositions form a

projective system φlp : A(L,F) → A
(
pK, [Fp/mlpFp]p

)
. Accordingly, we set

dm0 (K,L,F) :=
∏
p∈P (X) lim←−l φ

l
p;

(ii) When i = m = 1, we obtain a projective system induced from the standard
morphisms πlp : Γ

(
X, [Fp/mlpFp]p

)
→ A

(
pK, [Fp/mlpFp]p

)
. Accordingly, we set

d11(K,L,F) :=
∏
p∈P (X) lim←−l π

l
p;

(iii) When i > 0,m > 0, we use an induction on (i,m). That is to say, we set
dmi (K,L,F) :=

∏
p∈P (X) lim←−l d

m−1
i−1

(
pK, pL, [Fp/mlpFp]p

)
.

(b) For quasi-coherent sheaves F , first we write F as an inductive limit of
coherent sheaves, then we use (a) to get boundary maps for the later, finally
we use the fact that in the definition of (a), all constructions commute with
inductive limits. One checks (see e.g. [H]) that the resulting boundary map is
well-defined.

With this, set

dm :=
m∑
i=0

(−1)i dmi
(
S(X)redm , S(X)redm−1;F

)
.

Then we have the following
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Theorem 3. ([P1,2], [B], see also [H, Thm 4.2.3]) Let X be a Noetherian
scheme. Then, for any quasi-coherent sheaf F over X, we have

(1)
(
A∗X(F), d∗

)
forms a cohomological complex of abelian groups;

(2) Cohomology groups of the complex
(
A∗X(F), d∗

)
coincide with Grothendieck’s

sheaf theoretic cohomology groups Hi
(
X,F

)
. That is to say, we have, for all i,

Hi
(
A∗X(F), d∗

)
≃ Hi

(
X,F

)
.

1.1.3 An example

Let X be an integral regular projective curve defined over a field k. Denote its
generic point by η and its field of rational functions by k(X). For a divisor D
on X, let OX(D) be the associated invertible sheaf. Then, from definition, the
associated adelic spaces can be calculated as follows:

AX;0(OX(D)) = A
(
{η},OX(D)

)
= lim
←−l

OX(D)η
/
mlηOX(D)η = lim

←−l

k(X)/{0} = k(X),

AX;1(OX(D)) = AX
(
{p} | p ∈ X : closed point},OX(D)

)
=

∏
p∈X

lim
←−l

OX(D)p
/
mlpOX(D)p =

∏
p∈X

lim
←−l

m−ordp(D)
p

/
m−ordp(D)+l
p

=
∏
p∈X

m−ordp(D)
p =

{
(ap) ∈

∏
p∈X

k(X)p
∣∣ ordp(ap) + ordp(D) ≥ 0

}
,

and
AX;01(OX(D)) = AX

(
{η, p | p ∈ X : closed point},OX(D)

)
= lim
←−l

A
(
{p} | p ∈ X : closed point}, [OX(D)η

/
mlηOX(D)η]η

)
=A

(
{p} | p ∈ X : closed point}, [k(X)]η

)
=A

(
{p} | p ∈ X : closed point}, lim

−→E
OX(E)

)
= lim
−→E

AX;1(OX(E)) =
∪
E

AX;1(OX(E))

=
{
(ap) ∈

∏
p∈X

k(X)p
∣∣ ap ∈ Op ∀′p

}
.

Remark. To calculate AX;01(OX(D)), when dealing with the constant sheaf
[k(X)]η, we cannot use Proposition 2(ii) directly, since [k(X)]η is not coherent.
Instead, above, we first expressed it as an inductive limit of coherent sheaves
OX(E) associated to divisors E, then get the result from the inductive limit of
adelic spaces forOX(E)’s. Indeed, if we had used Proposition 2 (ii) directly, then
we would have obtained simply A

(
{p} | p ∈ X : closed point}, [k(X)]η

)
= {0},

a wrong claim.

Clearly, AX;01(OX(D)) is independent of D. We will write it as AX;01, or
simply AX . Consequently, the associated adelic complex

0 −→ AX;0(OX(D))⊕ AX;1(OX(D))
d1−→ AX;01(OX(D)) −→ 0

is given by

0 −→ k(X)⊕ AX;1(OX(D))
d1−→ AX −→ 0
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where d1 : (a0, a1) 7→ a1 − a0. Therefore,

H0
(
AX(OX(D))

)
= k(X) ∩ AX:1(OX(D)),

H1
(
AX(OX(D))

)
=AX

/(
k(X) + AX;1(OX(D))

)
.

Note that AX(OX(D)) is simply AX(D) of [S, Ch. 2], or better, [Iw, §4].
We have proved the following

Proposition 4. (See e.g., [S, Ch. 2], [Iw, §4]) For a divisor D over an integral
regular projective curve defined over a field k, we have

H0
(
AX(OX(D))

)
= H0

(
X,OX(D)

)
, H1

(
AX(OX(D))

)
= H1

(
X,OX(D)

)
.

1.2 Arithmetic Cohomology Groups

Let F be a number field with OF the ring of integers. Denote by Sfin, resp. S∞,
the collection of finite, resp. infinite, places of F . Write S = Sfin ∪ S∞. Let
π : X → SpecOF be an integral arithmetic variety of pure dimension n+1. That
is, an integral Noetherian scheme X, a flat and proper morphism π with generic
fiber XF a projective variety of dimension n over F . For each v ∈ S, we write
Fv the v-completion of F , and for each σ ∈ S∞, we write Xv := X ×OF

SpecFv
and write φσ : Xσ → XF for the map induced from the natural embedding
F ↪→ Fσ. In particular, an arithmetic variety X consists of two parts, the finite
one, which we also denote by X, and an infinite one, which we denote by X∞.
These two parts are closely interconnected.

1.2.1 Adelic rings for arithmetic surfaces

The part of our theory on arithmetic adelic complexes for finite places now be-
comes very simple. Indeed, our arithmetic variety X is assumed to be Noethe-
rian, so we can apply the theory recalled in §1.1 directly. In particular, for a
quasi-coherent sheaf F on X, we have well-defined adelic spaces

Afin
X; i0,...,im(F) := AX(Ki0,...,im ,F).

So to define Aar
X; i0,...,im

(F), we need to understand what happens on X∞.
For this purpose, we next recall Osipov-Parshin’s construction of arithmetic
adelic ring Aar

X for an arithmetic surface X.

Definition 5. ([OP]) Arithmetic adelic ring of an arithmetic surface
Let π : X → SpecOF be an arithmetic surface, i.e., a 2-dimensional arithmetic
variety, with generic fiber XF .

(i) Finite adelic ring: From the Parshin-Beilinson theory for the Noetherian
scheme X, we define

Afin
X := AX;012(OX) = lim−→

D1

lim←−
D2:D2≤D1

AX;12(D1)
/
AX;12(D1).

Here D∗’s are divisors on X and AX;12(D) := AX;12(OX(D∗)) for ∗ = 1, 2;

(ii) ∞-adelic ring: Associated to the regular integral curve XF over F , we obtain
the adelic ring

AXF
:= AXF ;01(OXF

) = lim−→
D1

lim←−
D2:D2≤D1

AXF ;1(D1)
/
AXF ;1(D1).

9



Here D∗’s are divisors on XF and AXF ;1(D) := AXF ;1(OXF
(D∗)) for ∗ = 1, 2.

By definition,

A∞X := AXF
⊗̂ Q R := lim−→

D1

lim←−
D2:D2≤D1

((
AXF ;1(D1)

/
AXF ;1(D1)

)
⊗̂Q R

)
.

(iii) Arithmetic adelic ring: The arithmetic adelic ring of an arithmetic surface
X is defined by

Aar
X := Aar

X;012 := Afin
X

⊕
A∞X .

The essential point here is, for divisors Di, i = 1, 2, over the curve XF , when
D2 ≤ D1, the quotient AX;1(D1)

/
AX;1(D1) is a finite dimensional F - and hence

Q-vector space.

To help the reader understand this formal definition in concrete terms, we
add following examples.

Example 1. On X = P1
Z

We have XQ = P1
Q and Q

(
P1
Q
)
= Q(t). Easily,

Q((t))⊗Q R ̸= R((t)).

However, since Q((t)) = lim−→
n

lim←−
m:m≤n

t−nQ[[t]]
/
t−mQ[[t]] and the Q-vector spaces

t−nQ[[t]]
/
t−mQ[[t]] are finite dimensional, we have

Q((t)) ⊗̂ Q R = lim−→
n

lim←−
m:m≤n

(
t−nQ[[t]]

/
t−mQ[[t]]

)
⊗ Q R

= lim−→
n

lim←−
m:m≤n

(
t−nR[[t]]

/
t−mR[[t]]

)
= R((t)).

Example 2. Over an arithmetic surface X

For a complete flag (X,C, x) on X (with C an irreducible curve on X and x a
close point on C), let k(X)C,x its associated local ring. By Theorem 1, k(X)C,x
is a direct sum of two dimensional local fields. Denote by πC the local parameter
defined by C in X. Then

Afin
X =AX,012 =

∏
x∈C

′
k(X)C,x :=

∏
C

′(∏′

x:x∈C
k(X)C,x

)
:=

{( ∞∑
iC=−∞

hC(aiC )π
iC
C

)
C
∈
∏
C

( ∏
x:x∈C

k(X)C,x
)
:

aiC ∈ AC,01, aiC = 0 (iC ≪ 0); min{iC : aiC ̸= 0} ≥ 0 (∀′C)
}
,

where hC is a lifting defined in [MZ], which we call the Madunts-Zhukov lifting.
For details, please see §3.1.2.

1.2.2 Adelic spaces at infinity

Now we are ready to treat adelic spaces at infinite places for general arithmetic
varieties. Motivated by the discussion above, we make the following
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Definition 6. Let π : X → SpecOF be an arithmetic variety. Let S(XF ) be
the simplicial set associated to its generic fiber XF and K ⊂ S(XF )m, m ≥ 0,
a subset.

(i) Let G be a coherent sheaf on XF . We define the associated adelic spaces by

A∞(K,G) :=


∏
p∈K

lim
←−l

(
Gp/mlpGp⊗̂QR

)
, m = 0

∏
p∈P (X)

lim
←−l

A∞
(
pK, [Gp/mlpGp]p

)
, m > 0.

(ii) Let {Gi}i be an inductive system of coherent sheaves on XF and F = lim
−→i

Gi.
Then we define

A∞(K,F) := lim
−→i

A∞(K,Gi).

Clearly, the essential part of this definition is the one for m = 0. More-
over, if F = lim

−→i
G′i is another inductive limit of coherent sheaves, we have

lim
−→i

A∞(K,G′i) ≃ lim
−→i

A∞(K,Gi), by the universal property of inductive limits

since Gp/mlpGp’s are Q-vector spaces. Therefore, A∞(K,F) is well-defined for
all quasi-coherent sheaves F on XF . Moreover, as a functor from the cate-
gory of coherent sheaves on XF to that of Q-vector spaces, A∞(K, ∗) is ad-
ditive and exact. Hence, by [H, §1.2], A∞(K, ∗) commutes with the direct
limits, even in general, for an inductive system {Fi}i of quasi-coherent sheaves
lim
−→i

A∞(K,Fi) ̸= A∞(K, lim
−→i

Fi).

1.2.3 Arithmetic adelic complexes

As mentioned at the beginning of this section, for arithmetic varieties, the finite
and infinite parts are closely interconnected. Therefore, when developing an
arithmetic cohomology theory, we will treat them as an unify one using an
uniformity condition.

Let X be an arithmetic variety with generic fiber XF . For a point P of
XF , denote its associated Zariski closure in X by EP . We call a flag δ =
(p0, p1, . . . , pk) ∈ S(X) horizontal, if there exists a flag δF = (P0, P1, . . . , Pk) ∈
S(XF ) such that (p0, p1, . . . , pk) = (EP0 , EP1 , . . . , EPk

). Accordingly, for K ⊂
S(X), we denote Kh the collection of all horizontal flags in K and Knh = K ∖
Kh. Simply put, our uniformity condition is a constrain on adelic components
associated to horizontal flags.

Let F be a quasi-coherent sheaf onX, denote its induced sheaf on the generic
fiber XF by FF . It is well-known that FF is quasi-coherent as well. Motivated
by [W], we introduce the following

Definition 7. Let X be an arithmetic variety of dimension n+1 and F a quasi-
coherent sheaf on X. Fix an index tuple (i0, . . . , im) satisfying i0 ≤ · · · ≤ im.

(i) The finite, resp. infinite, adelic space of type (i0, . . . , im) associated to F is
defined by

Afin
X; i0,...,im(F) := AX

(
KX; i0,...,im ,F

)
=Afin

X

(
Knh
X; i0,...,im ,F

)
⊕ Afin

X

(
Kh
X; i0,...,im ,F

)
,

resp. A∞X; i0,...,im(F) :=A∞X
(
KXF ; i0,...,im ,FF

)
.
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Here, for Z ⊂ X or XF , we set

KZ;i0,...,im :=
{
(p0, . . . , pm) ∈ S(Z)m

∣∣ codimZ {pr} = ir ∀ 0 ≤ t ≤ m
}
;

(ii) The arithmetic adelic space of type (i0, . . . , im) associated to F is defined
by

Aar
X; i0,...,im(F) =:

Afin
X; i0,...,im

(F)
⊕

A∞X; i0,...,im−1
(FF ), im = n+ 1;

Afin
X

(
Knh
X; i0,...,im

,F
)
⊕ Afin,inf

X

(
Kh
X; i0,...,im

,F
)
, im ̸= n+ 1

where

Afin,inf
X

(
Kh
X; i0,...,im ,F

)
⊂ Afin

X

(
Kh
X; i0,...,im ,F

) ⊕
A∞X; i0,...,im(FF )

consisting of adeles satisfying, for all flags (pi0 , pi1 , . . . , pim) ∈ KXF ; i0,...,im ,

fEpi0
,Epi1

,...,Epim
= fpi0 ,pi1 ,...,pim

;

(iii) For m ≥ 0, define the m-th reduced arithmetic adelic space Aar
X;m(F) of F

by

Amar, red(X,F) :=
⊕

(i0,...,im)
0≤i0<i1<···<im≤n+1

Aar
X; i0,...,im(F).

Remarks. (i) For any p ∈ P (XF ), OX,Ep
= OXF ,p and k(X)Ep

= k(XF )p.
Consequently, for any (p0, . . . , pm) ∈ S(XF )m, we have a natural morphism

A
(
(Ep0 , . . . , Epm),F

)
= A

(
(p0, . . . , pm),FF

)
.

since F is quasi-coherent. It is in this sense we use the relation fEp0 ,Ep1 ,...,Epm
=

fp0,p1,...,pm above. (In particular, if pi’s are vertical, there are no conditions
on the corresponding components.) Clearly, this uniformity condition is an
essential one, since it characters the natural interconnection between finite and
infinite components of arithmetic adelic elements.

(ii) In part (ii) of the definition, we need the space A∞X; ∅(FF ). Here, to complete

our definition, for an arithmetic variety X, we view A∞X; ∅(FF ) as the (−1)-level
of the adelic complex for its generic fiber XF . That is to say, we define it as
follows. By [Y, p. 63], we have the (-1)-simplex 1U for open U ⊂ X. Set then
S(XF )−1 = {1U | U ⊂ X : open}, and, for K ⊂ S(XF )−1, let

A∞X; ∅(K,FF ) :=

{
FF (UK,F )⊗Q R, dimX ≥ 2

{ sF ∈ FF (UK,F )⊗ R | s ∈ F(UK) }, dimX = 1

where UK := ∪1U∈KU and sF denotes the section induced by s. The reason
for separation of arithmetic curves with others in this latest definition is that
arithmetic varieties are relative over arithmetic curves.

Moreover, from standard homotopy theory, if we introduce the boundary
morphisms by

dmi :
⊕

Aar
X; l0,...,lm−1

(F) −→
⊕

Aar
X; k0,...,km

(F)

(al0,...,lm−1) 7→ (ak0,...,k̂i,...,km);

and dm =
∑m
i=0(−1)idmi :

⊕
Aar
X; k0,...,lm−1

(F) −→
⊕

Aar
X; k0,...,km

(F), we
have

12



Proposition 8.
(
A∗ar, red(X,F), d∗

)
defines a complex of abelian groups.

All in all, we are now ready to introduce the following

Main Definition. Let π : X → SpecOF be an arithmetic variety. Let F be a
quasi-coherent sheaf on X. Then we define the i-th adelic arithmetic cohomology
groups of F by

Hi
ar(X,F) := Hi(A∗ar, red(X,F), d∗

)
,

the i-th cohomology group of the complex (A∗ar, red(X,F), d∗
)
.

Consequently, we have the following

Theorem 9. If X is an arithmetic variety of dimension n+ 1, then

Hi
ar(X,F) = 0 unless i = 0, 1, . . . , n+ 1.

Proof. Indeed, outside the range 0 ≤ i ≤ n+ 1, the complex consists of zero.

1.2.4 Cohomology theory for arithmetic curves

We here give an example of the above theory for arithmetic curves, which was
previously developed in [W], based on Tate’s thesis ([T]).

Let D =
∑r
i=1 nipi be a divisor on X = SpecOF . Write ni = ordpi(D). For

simplicity, we use A∗•(D) instead of A∗•(OX(D)). Then, by the same calculation

as in §1.1.3, we have Afin
X;01(D) =

{
(ap) ∈

∏
p∈X

Fp
∣∣ ap ∈ Op ∀′p

}
. And, since

Dη = 0 is trivial, A∞X;0(D) = lim← lOXF ,η

/
mlηOXF ,η⊗QR = lim← l

(
F/{0}

)
⊗Q

R = F ⊗Q R =
∏
σ∈S∞

Fσ. Therefore,

Aar
X;01

(
OX(D)

)
= Afin

01 (D)⊕ A∞0 (D) =
{
(ap) ∈

∏
p∈S

Fp

∣∣ ap ∈ Op ∀′p ∈ Sfin

}
.

In particular, it coincides with the standard adelic ring AF of F , hence is inde-
pendent of D.

To understand Aar
0 (D), we first calculate Afin

0 (D). With the same calculation
as in §1.1.3 again, we have Afin

X;0(D) = F . Note that, from above, A∞X;0(D) =
F ⊗Q R. Thus, by definition,

Aar
X;0(D) =

{
(av; aσ) ∈ Afin

X;0(D)⊕A∞X;0(D)
∣∣ (av) = ifin(f), (aσ) = i∞(f)∃f ∈ F

}
is then isomorphic to F , and hence also independent of D.

From our definition, Aar
X;1(D) = Afin

X;1(OX(D)) ⊕ A∞X;∅(OX(D)). To under-

stand it, we first calculate Afin
X;1(D). With the same calculation as in §1.1.3,

we have Afin
X;1(D) =

{
(ap) ∈ Afin

X;01

∣∣ ordp(ap) + ordp(D) ≥ 0
}
. Then, by def-

inition, we have A∞X;∅(D) = {s ∈ F
∣∣ ordp(s) + ordp(D) ≥ 0

}
⊗Q R, since

D =
∑

p ordp(D)p, and hence if U = X − {p1, . . . , pr}, OX(U) is trivial.

In this way, we get the associated arithmetic adelic complex

0 −→ Aar
X;0(OX(D))⊕ Aar

X;1(OX(D))
d1−→ Aar

X;01(OX(D)) −→ 0
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is given by: 0 → F ⊕Aar
X;1(OX(D))

d1−→ AF → 0, (a0, a1) 7→ a1 − a0. Therefore,

H0
ar

(
F,OX(D)

)
=F ∩ Aar

X;1(OX(D)),

H1
ar

(
F,OX(D)

)
=AF

/(
F + Aar

X;1(OX(D))
)
.

In fact, a complete cohomology theory is developed for arithmetic curves
SpecOF in [W]. For an OF -lattice Λ, i.e., a motorized locally free sheaf on
SpecOF , we introduce the associated topological cohomology groups H0

ar(F,Λ)
and H1

ar(F,Λ), with H
0
ar(F,Λ) discrete and H1

ar(F,Λ) compact. Consequently,
using Fourier analysis for locally compact groups, we obtain their arithmetic
counts h0ar(F,Λ) and h

1
ar(F,Λ).

Theorem 10. Cohomology Theory for Arithmetic Curves ([W])

Let F be a number field with OF the ring of integers. Let ωF be the Arakelov
dualizing lattice of SpecOF and ∆F be the discriminant of F . Then, for an
OF -lattice Λ of rank n with its dual Λ∨, we have

(1) (1.i) (Topological Duality) As locally compact topological groups,

̂H1
ar(F, ωF ⊗ Λ∨) = H0

ar(F,Λ);

Here ̂ denotes the Pontryagin dual.

(1.ii) (Arithmetic Duality)

h1ar(F, ωF ⊗ Λ∨) = h0ar(F,Λ);

(2) (Arithmetic Riemann-Roch Theorem)

h0ar(F,Λ)− h1ar(F,Λ) = degar(Λ)−
n

2
log |∆F |.

(3) (Ampleness, Positivity and Vanishing Theorem) The following state-
ments are equivalent:

(3.i) Rank one OF -lattice A is arithmetic positive;

(3.ii) Rank one OF -lattice A is arithmetic ample; and

(3.iii) For rank one OF -lattice A and any OF -lattice L,

lim
n→∞

h1ar(F,A
n ⊗ L) = 0.

(4) (Effective Vanishing Theorem) Assume that Λ is a semi-stable OF -

lattice satisfying degar(Λ) ≤ −[F : Q] · n log n
2

, then we have

h0ar(F,Λ) ≤
3n [F :Q]

1− log 3/π
· exp

(
−π[F : Q] · e−

degar(L)
n

)
.

For details, please refer to [W].

14



2 Arithmetic Surfaces

In the sequel, by an arithmetic surface, we mean a 2-dimensional regular integral
Noetherian scheme X together with a flat, proper morphism π : X → SpecOF .
Here OF denotes the ring of integers of a number field F . In particular, the
generic fiber XF is a geometrically connected, regular, integral projective curve
defined over F .

2.1 Local Residue Pairings

Theory of residues for arithmetic surfaces, as a special case of Grothendieck’s
residue theory, can be realized using Kähler differentials as done in [L, Ch III, §4].
However, here we follow ([M1,2]) to give a rather precise realization in terms of
structures of two dimensional local fields.

2.1.1 Residue maps for local fields

(A) Continuous differentials

Let (A,mA) be a local Noetherian ring and N an A-module N . Denote by N sep

the maximal Hausdorff quotient of N for the mA-adic topology, i.e., N sep =
N
/∩∞

n=1 m
n
AN . In particular, if A is an R-algebra for a certain ring R, then we

have the differential module ΩA/R and hence Ωsep
A/R. Thus, if F is a complete

discrete valuation field and K a subfield such that Frac(K ∩OF ) = K, then we
have the space of the continuous differentials

Ωcts
F/K := Ωsep

OF /OF∩K ⊗OFF.

Consequently, if F ′/F is a finite, separable field extension, then Ωcts
F ′/K =

Ωcts
F/K ⊗F F ′ and hence there is a natural trace map TrF ′/F : Ωcts

F ′/K −→ Ωcts
F/K .

(B) Equal characteristic zero

Let F be a two-dimensional local field of equal characteristic zero. Then F
contains a unique subfield kF of coefficients, up to isomorphism, such that F ≃
kF ((t)) for a suitable uniformizer t. In particular, Ωsep

OF /OkF
≃ OF · dt is a free

OF -module of rank one. We define the residue map for F by

resF : Ωcts
F/kF

−→ kF , ω = f dt 7→ coeftt−1(f).

By [M1], this is well defined, i.e., independent of the choice of t. Moreover, for
a finite field extension F ′/F , we have the following commutative diagram

Ωcts
F ′/kF

resF ′−−−−→ kF ′

TrF ′/F ↓ ↓ TrkF ′/kF

Ωcts
F/kF

resF−−−−→ kF .

(C) Mixed characteristic

Let L be a two dimensional local field of mixed characteristics. Then the con-
stant field kL of L coincides with the algebraic closure of Qp within L for a
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certain prime number p, and L itself is a finite field extension over kL{{t}} for
a certain uniformizer t. Here, by definition,

kL{{t}} :=
{ ∞∑
i=−∞

ait
i : ai ∈ kL, inf

i

{
νkL(ai)

}
> −∞ (∀i), ai → 0 (i→ −∞)

}
.

Moreover, by [M1], Ωsep
OkL{{t}}/OkL

= OkL{{t}} dt
⊕

Tors
(
Ωsep
OkL{{t}}/OkL

)
. We

define the residue map, first, for kL{{t}}, by

reskL{{t}} : Ω
cts
kL{{t}}/kL −→ kL, ω = f dt 7→ −coeftt−1(f);

then, for L, by the composition

resL : Ωcts
L/kL

TrL/kL{{t}}−−−−−−−−→ Ωcts
kL{{t}}/kL

reskL{{t}}−−−−−−−→ kL.

This is well defined by [M1]. Consequently, if L′/L is a finite field extension, we
have the commutative diagram

Ωcts
L′/kL

resL′−−−−→ kL′

TrL′/L ↓ ↓ TrkL′/kL

Ωcts
L/kL

resL−−−−→ kL.

2.1.2 Local residue maps

As above, let F be a number field and π : X → SpecOF be an arithmetic
surface with XF its generic fiber.

For each closed point x ∈ X, and a prime divisor C on X with x ∈ C, by
Theorem 1, the local ring k(X)C,x is a finite direct sum of two dimensional local
fields, i.e.,

k(X)C,x =
⊕

k(X)Ci,x,

where Ci’s are normalized branches of the curve C in a formal neighborhood U
of x. Set then

resC,x =
∑
i

resk(X)Ci,x
,

which takes the values in Fπ(x), the local field of F at the place π(x). Recall
also that, following [T], we have the canonical character

λπ(x) : Fπ(x)
TrFπ(x)/Qp

−−−−−−−→ Qp −→ Qp/Zp −→ Q/Z ↪→ R/Z ≃ S1.

Introduce accordingly
ResC,x := λπ(x) ◦ resC,x.

On the other hand, for each closed point P ∈ XF ,

k(XF )P
⊗̂

F

( ∏
σ∈S∞

Fσ

)
=

(⊕
R((t))

)⊕(⊕
C((t))

)
is a finite direct sum of local fields R((t)) and C((t)). Hence, similarly, for each
σ ∈ S∞, we have the associated residue maps resP,σ. Define

ResP,σ = λσ ◦ resP,σ.

Here, as in [T], to make all compatible, we set λσ(x) = −TrFσ/R, i.e., with a
minus sign added.
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2.2 Global Residue Pairing

The purpose here is to introduce a non-degenerate global residue pairing on the
arithmetic adelic ring of an arithmetic surface.

2.2.1 Global residue pairing

Let π : X → SpecOF be an arithmetic surface with XF its generic fiber. Then,
by §1.2.1, we have the associated arithmetic adelic ring

Aar
X := Aar

X,012 := Afin
X

⊕
A∞X

with Afin
X = AX,012 the adelic ring for the 2-dimensional Noetherian scheme X

and A∞X := AXF
⊗̂QR := lim

−→D1

lim
←−D2
D2≤D1

((
AXF

(D1)/AXF
(D2)

)⊗
F

∏
σ∈S∞

Fσ

)
. By

an abuse of notation, we will write elements of Afin
X as (fC,x)C,x, or even (fC,x),

and elements of A∞X as (fP )P , or even (fP ).

Fix a rational differential ω = f(t) dt ̸≡ 0 on X. Then, we define a global
pairing with respect to ω by

⟨·, ·⟩ω : Aar
X × Aar

X −→ S1(
(fC,x, fP,σ), (gC,x, gP,σ)

)
7→

∑
C⊂X,x∈C:π(x)∈Sfin

ResC,x(fC,xgC,xω)

+
∑
P∈XF

∑
σ∈S∞

ResP,σ(fP,σgP,σω).

Lemma 11. Let X be an arithmetic surface and ω is a non-zero rational dif-
ferential on X. Then the global pairing with respect to ω above is well defined.

Proof. Write
∑
C⊂X,x∈C:π(x)∈Sfin

ResC,x(fC,xgC,xω) as a double summations∑
C⊂X

∑
x∈C:π(x)∈Sfin

ResC,x(fC,xgC,xω). Then, by Example 2, for all but

finitely many curves C, ResC,x(fC,xgC,xω) = 0. So it suffices to show that
for a fixed curve C,

∑
x∈C:π(x)∈Sfin

ResC,x(fC,xgC,xω) is finite. This is a direct

consequence of the definition of AC,01 and Afin
X in Example 2.

2.2.2 Non-degeneracy

Proposition 12. The residue pairing ⟨·, ·⟩ω on Aar
X is non-degenerate.

Proof. Let g ∈ Aar
X be an adelic element such that, for all f ∈ Aar

X , ⟨f, g⟩ω = 0.
We show that g = 0.

Rewrite the summation in the definition of ⟨·, ·⟩ω according to prime hori-
zontal curves Ear

P associated to closed points P ∈ XF and prime vertical curves
V ⊂ X appeared in the fibers of π. Namely,

∑
P∈XF

∑
x∈Ear

P
+
∑
V ∈X

∑
x∈V .

Then, note that, for a fixed adelic element g = (gC,x, gP,σ) ∈ Aar
X ,

⟨(fC,x, fP,σ), (gC,x, gP,σ)⟩ = 0 ∀(fC,x, fP,σ) ∈ Aar
X .

We have∑
P∈XF

∑
x∈Ear

P

ResEP ,x(gEP ,xfω) +
∑
V ∈X

∑
x∈V

ResEP ,x(gEP ,xfω) = 0 ∀f ∈ k(X).
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Now assume, otherwise, that g ̸= 0. There exists either some vertical curve
C such that 0 ̸= gC,x ∈ k(X)C,x, or, a certain algebraic point P of the generic
fiber XF such that 0 ̸= gP,σ ∈ k(XF )P ⊗̂FFσ. In case gC,x ̸= 0, by definition,
gC,x = (gCi,x) ∈

⊕
i k(X)Ci,x = k(X)C,x, where Ci runs over all branches of

C, and k(X)Ci,x is a two-dimensional local field. Fix a branch Ci0 such that
gCi0 ,x

̸= 0. By definition, ResCi,x := λπ(x) ◦ resCi,x. So we can choose an
element h ∈ k(X)Ci0 ,x

such that ResCi0 ,x
(hω) ̸= 0. For such h, we then take

fCi0 ,x
∈ k(X)Ci0 ,x

such that fCi0 ,x
gCi0 ,x

= h. Accordingly, if we construct
an adelic element f by taking all other components fCi,x to be zero but the
fCi0 ,x

, then we have ⟨f, g⟩ω = ResCi0 ,x
(fCi0 ,x

gCi0 ,x
ω) = ResCi0 ,x

(hω) ̸= 0.
This contradicts to our original assumption that ⟨f, g⟩ω = 0. Hence, all the
components of g corresponding to vertical curves are zero. Since we can use
the same argument for the components of g corresponding to algebraic points
of XF to conclude that all the related components are zero as well, so g = 0.
This completes the proof.

2.3 Adelic Subspaces

2.3.1 Level two subspaces

Let π : X → SpecOF be an arithmetic surface. Our purpose here is to introduce
certain level two intrinsic subspaces of Aar

X := Aar
X,012 := Afin

X ⊕ A∞X .

To start with, we analyze the structures of Afin
X,01, one of the level two sub-

spaces of Afin
X = Afin

X,012. By definition, see e.g., [P1], an element (fC,x)C,x ∈ Afin
X

belongs to Afin
X,01, if, for all curves C, the partial components (fC,x)x∈C are inde-

pendent of x. So we may simply write elements of Afin
X,01 as (fC)C . On the other

hand, with respect to π, curves on X may be classified as being either vertical
or horizontal. Therefore, we may and will write (fC)C = (fC)C: ver × (fC)C: hor.

Accordingly, we set Afin
X,01 = Afin,v

X,01 ⊕ Afin,h
X,01, where Afin,v

X,01, resp., A
fin,h
X,01 denotes

the collections of (fC)C: ver, resp., (fC)C: hor. Furthermore, if C is horizontal,

there exists an algebraic point P of XF such that C = {P}
X
, the Zariski clo-

sure of P in X. For simplicity, write C = EP . Then fEP ∈ F (X)XP . But
F (X)EP

= F (XF )P . So it makes sense for us to talk about whether fEP
= fP

for a certain element fP ∈ F (XF )P .

Fix a Weil divisor D = Dv +Dh on X, where Dv =
∑
F nV V with V irre-

ducible vertical curves and Dh =
∑
P nPEP with EP the horizontal curves. In

particular, D induces a divisor DF =
∑
P nPP on XF . Following the uniformity

condition in Definition 7(ii) (and that for arithmetic curves recalled in §1.2.4),
we introduce level two intrinsic subspaces Aar

X,01, Aar
X,02, Aar

X,12(D) by

Aar
X,01 =

{
(fC,x)× (fP ) ∈ Aar

X

∣∣ (fC,x)C,x = (fC)C,x ∈ Afin
X,01, fEP

= fP ∀P ∈ XF

}
,

Aar
X,02 =Afin

X,02

⊕
k(XF )⊗̂QR and Aar

X,12(D) := Afin
X,12(D)

⊕(
AXF (DF )⊗̂QR

)
,

where Afin
X,12(D) :=

{
(fC,x) ∈ Afin

X

∣∣ ordC(fC,x) + ordC(D) ≥ 0 ∀C ⊂ X
}
,

AXF (DF ) :=
{
(fP ) ∈ AXF

∣∣ ordP (fP ) + ordP (DF ) ≥ 0 ∀P ∈ XF

}
,

AXF (DF ) ⊗̂Q R := lim
−→D′

F :D′
F≤DF

(
AXF (DF )/AXF (D

′
F )

⊗
Q

R
)
.
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Here we have used the natural imbedding k(X) = k(XF ) ↪→ AXF
↪→ Aar

X .

Accordingly, we then also obtain three level one subspaces

Aar
X,0 :=Aar

X,01 ∩ Aar
X,02, and

Aar
X,1(D) :=Aar

X,01 ∩ Aar
X,12(D), Aar

X,2(D) := Aar
X,02 ∩ Aar

X,12(D).

Lemma 13. Let X be an arithmetic surface, D be a Weil divisor on X with
DF its induced divisor on XF . We have

(i) Aar
X,0 = k(X);

(ii) Aar
X,1(D) = {(fC)C,x × (fP ) ∈ Aar

X : (fC)C,x ∈ AX,1(D), fEP
= fP ∀P ∈

XF };

(iii) Aar
X,2(D) = {(fx)C,x × (f) ∈ Aar

X :

(fx)C,x ∈ AX,2(D), f ∈ AXF
(DF )∩k(XF ) = H0(XF , DF )⊗QR}

(iv) Under the natural boundary map, (A∗ar(X,D), d∗) :

0 → Aar
X,0 ⊕ Aar

X,1(D)⊕ Aar
X,2(D) → Aar

X,01 ⊕ Aar
X,02 ⊕ Aar

X,12(D) → Aar
X,012 → 0

forms a complex, the adelic complex for D.

Proof. The first three are direct consequences of the construction, while (iv)
is standard from homotopy theory. Indeed, we only need to write down the
boundary maps: the first is the diagonal embedding, the second is given by
(x0, x1, x2) 7→ (x0−x1, x1−x2, x2−x0) and the final one is given by (x01, x02, x12)
7→ x01 + x02 − x12.

As a direct consequence of (ii) and (iii), we have the following

Corollary 14. Let X be an arithmetic surface, D be a Weil divisor on X.
Then, we have the following induced ind-pro structures on Aar

X,01 and Aar
X,02:

Aar
X,01 = lim

−→D′
lim
←−D′

D′≤D

Aar
X,1(D)

/
Aar
X,1(D

′),

Aar
X,02 = lim

−→D′
lim
←−D′

D′≤D

Aar
X,2(D)

/
Aar
X,2(D

′).

Our definitions here are specializations of definitions in §1.2.3 for F =
OX(D) over arithmetic surface X. We leave the details to the reader.

2.3.2 Perpendicular subspaces

For late use, we here establish a fundamental property for the level two arith-
metic adelic subspaces introduced above. In fact, as we will see below, this
property, in turn, characterizes these subspaces.

Fix a non-zero rational differential ω on the arithmetic surface X. Then, by
Proposition 12, we have a natural non-degenerate pairing ⟨·, ·⟩ω on Aar

X . For a
subspace V of Aar

X , set

V ⊥ :=
{
w ∈ Aar

X

∣∣ ⟨w, v⟩ω = 0 ∀v ∈ V
}

be its perpendicular subspace of V in Aar
X with respect to ⟨·, ·⟩ω. Then, we have

the following important
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Proposition 15. Let X be an arithmetic surface, D be a Weil divisor and ω be
a non-zero rational differential on X. Denote by (ω) the divisor on X associated
to ω. Then we have

(i)
(
Aar
X,01

)⊥
= Aar

X,01;

(ii)
(
Aar
X,02

)⊥
= Aar

X,02;

(iii)
(
Aar
X,12(D)

)⊥
= Aar

X,12((ω)−D).

Proof. By an abuse of notation, we will write elements of Afin
X as (fC,x)C,x or

even (fC,x), and elements of A∞X as (fP )P or even (fP ).

We begin with a proof of Aar
X,01 ⊂ (Aar

X,01)
⊥. Let f , g ∈ Aar

X,01. By definition,
f = (fC)C,x × (fP )P , g = (gC)C,x × (gP )P , and, for all algebraic points P of
XF , fEP = fP and gEP = gP . Consequently,

⟨f ,g⟩ω =
∑
x,C

ResC,x(fCgCω) +
∑
P

ResP (fP gPω)

=
∑
C

∑
x:x∈C

ResC,x(fCgCω) +
∑
P

ResP (fP gPω).

If C is a vertical curve on X, then, by the standard residue theorem for algebraic
curves, see e.g. [P1],

∑
x:x∈C ResC,x(fCgCω) = 0. Hence

⟨f ,g⟩ω =
∑
P∈XF

∑
x∈EP

ResP (fEP
gEP

ω) +
∑
P

ResP (fP gPω)

=
∑
P∈XF

∑
Q∈EP

ResQ(fP gPω).

Here EP denotes the Arakelov completion of EP associated to an algebraic point
P ∈ XF , and in the last step, we have used our defining condition fEP

= fP
and gEP

= gP for elements f , g in Aar
X,01. Now, by the residue theorem for

EP ([M2, Thm 5.4]),
∑
Q∈EP

ResQ(fP gPω) = 0. Therefore, ⟨f ,g⟩ω = 0, and

Aar
X,01 ⊂ (Aar

X,01)
⊥.

Next, we show that Aar
X,01 ⊃ (Aar

X,01)
⊥, based on the following ind-pro struc-

ture on Aar
X,01 in Corollary 14:

Aar
X,01 = lim

−→D′
lim
←−D′

D′≤D

Aar
X,1(D)

/
Aar
X,1(D

′).

Let C be an irreducible curve C. Then, induced by the perfect pairing
⟨·, ·⟩ω : Aar

X × Aar
X → R/Z, for any divisor D on X, by (iii), whose proof given

below is independent of (i) and (ii), we obtain a pairing

Aar
X,12(D)

/
Aar
X,12(D−C)×Aar

X,12((ω) +C −D)
/
Aar
X,12((ω)−D) −→ R/Z. (1)

Moreover, directly from the definition, we have that Aar
X,12(D)

/
Aar
X,12(D−C) ≃

Aar
C,01 for any divisor D. Hence, Aar

X,12((ω) + C −D)
/
Aar
X,12((ω) −D) ≃ Aar

C,01

as well. So we can and will view (1) as a pairing on Aar
C,01.
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If C is vertical, then, there exists ωC ∈ Ωk(C)/Fp
and an a = (av) ∈ Aar

C,01

such that (1) coincides with the pairing

⟨·, ·⟩ωC ,a : Aar
C,01 × Aar

C,01 −→ Fp; (f ,g) 7→
∑

v
Resv(fvgvavωC). (2)

Since Aar
X,01 ⊂ (Aar

X,01)
⊥, and, directly from the definition, we have that

Aar
X,1(D)

/
Aar
X,1(D−C) ≃ Aar

X,1((ω)+C−D)
/
Aar
X,1((ω)−D) ≃ Aar

C,0 = k(C), (3)

we conclude that ⟨·, ·⟩ωC ,a : Aar
C,01 × Aar

C,01 → Fp annihilates k(C) × k(C). But
⟨·, ·⟩ωC ,a can be identified with the canonical residue pairing ⟨·, ·⟩ : Aar

C,01 ×
Aar
C,01 → Fp associated to C. Consequently, K(C)⊥ = K(C).2 In particular,

with respect to the pairing ⟨ak(C), k(C)⟩ = 0. So a ∈ k(C). Hence, if necessary,
with a possible modification on ω, without loss of generality, we may and will
assume a = 1 and write ⟨·, ·⟩ωC ,a simply as ⟨·, ·⟩ωC

. Therefore, by (3) and the
fact that k(C)⊥ = k(C), we have(

Aar
X,1(D)

/
Aar
X,1(D − C)

)⊥
≃ Aar

X,1((ω) + C −D)
/
Aar
X,1((ω)−D).

Moreover, with a verbatim change, the same discussion is valid for horizontal
curves as well. Consequently, by applying this repeatedly, we have, for any
irreducible curves C1, C2, the following commutating diagram with exact rows

A(D − C1)
/
A(D − C1 − C2) ↪→ A(D)

/
A(D − C1 − C2) ↠ A(D)

/
A(D − C1)

∥ ↓ ∥
G ∩B(D − C1)

/
G ∩B(D − C1 − C2) ↪→ G ∩B(D)

/
G ∩B(D − C1 − C2) ↠ G ∩B(D)

/
G ∩B(D − C1)

where, to save space, we set A := Aar
X,1, B := Aar

X,12 and G :=
(
Aar
X,01

)⊥
.

Consequently, the vertical map in the middle is surjective. On the other hand,

since Aar
X,01 ⊂

(
Aar
X,01

)⊥
, this same map is also injective. Therefore, for any

D′ ≤ D, (
Aar
X,1(D)

/
Aar
X,1(D

′)
)⊥

≃ Aar
X,1((ω)−D′)

/
Aar
X,1((ω)−D).

with respect to our pairing

Aar
X,1(D)

/
Aar
X,1(D

′)× Aar
X,1((ω)−D′)

/
Aar
X,1((ω)−D) −→ R/Z.

Consequently, we have (
Aar
X,01

)⊥
= Aar

X,01,

since, by (iii) again,

Aar
X,01 = lim

−→D′
lim
←−D′

D′≤D

Aar
X,1(D)

/
Aar
X,1(D

′) = lim
←−D

lim
−→D′

D′≤D

Aar
X,1((ω)−D′)

/
Aar
X,1((ω)−D).

This proves (i).

2It is well-known that, see e.g., [Iw, §4], if χ is a non-zero character on Aar
C,01 such that

χ(k(C)) = {0}, then the induced pairing ⟨·, ·⟩χ : Aar
C,01 × Aar

C,01 → Fq ; (f ,g) 7→ χ(f · g) is

perfect and k(C)⊥ = k(C).
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To prove (ii), we start with the inclusion Aar
X,02 ⊂ (Aar

X,02)
⊥. By definition,

every element f ∈ Aar
X,02 can be written as f = (fx)C,x × (fP )P with fC,x = fx

and (fP ) = (f) for some f ∈ k(XF ) (since, by definition, the 02 type adeles are
independent of one dimensional curves). Thus, for f ,g ∈ Aar

X,02, we have

⟨f ,g⟩ =
∑
C,x

ResC,x(fC,xgC,xω) +
∑
P

ResP (fP gPω)

=
∑
x

∑
C:C∋x

ResC,x(fxgxω) +
∑
P

ResP (fgω).

Note that for a fixed x, fx and gx are fixed. Thus, by the residue theorem for
the point x ([M1, Thm 4.1]), we have

∑
C:C∋xResC,x(fxgxω) = 0. So

⟨f ,g⟩ =
∑
x

0 +
∑
P

ResP (fgω) =
∑
P

ResP (fgω).

On the other hand, since f, g ∈ k(XF ) and ω is a rational differential on XF ,
the standard residue formula for the curve XF /F (see e.g., [S, §II.7, Prop. 6])
implies that

∑
P ResP (fgω) = 0. Hence

⟨f ,g⟩ = 0, ∀ f ,g ∈ Aar
X,02.

Therefore, Aar
X,02 ⊂ (Aar

X,02)
⊥.

For the opposite direction Aar
X,02 ⊃ (Aar

X,02)
⊥, similarly as in (i), we, in theory,

can use the following ind-pro structure on Aar
X,02:

Aar
X,02 = lim

−→D′
lim
←−D′

D′≤D

Aar
X,2(D)

/
Aar
X,2(D

′).

However, due to the lack of details for horizontal differential theory in literature,
we decide to first use this ind-pro structure to merely prove the part that if
f = (fC,x)C,x × (fP )P ∈ (Aar

X,02)
⊥, for vertical C’s, fC,x = fx; and then to take

a more classical approach for the rest.

Choose f = (fC,x)C,x× (fP )P ∈ (Aar
X,02)

⊥. Then by our assumption, for any
element g = (gx)C,x × (g)P ∈ Aar

X,02, we have

0 = ⟨f ,g⟩ =
∑
x

∑
C:C∋x

ResC,x(fC,xgxω) +
∑
P

ResP (fP gω). (4)

Now note that the element (gx)C,x ∈ Aar
X,02 and the element g ∈ k(XF ) can

be changed totally independently, we conclude that both of the summations,∑
x

∑
C:C∋xResC,x(fC,xgxω) and

∑
P ResP (fP gω), are constants independent

of g. This then implies that both of them are 0. Indeed, since
∑
P ResP (fP gω) is

a constant independent of g, by choosing g to be constant function, we conclude
that

∑
P ResP (fP gω) ≡ 0, ∀g ∈ k(XK). Consequently, by (4), we have, from

(2), ∑
x

∑
C:C∋x

ResC,x(fC,xgxω) ≡ 0, ∀(gx) ∈ Aar
X,02. (5)

To end the proof, we need to show that fC,x’s are independent of C and
fP are independent of P . First, we treat the case when C is vertical. As said
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above, we will use the associated ind-pro structures. So, assume for now that
C is vertical. Then, for any divisor D on X, we have

Aar
X,2(D)

/
Aar
X,2(D − C) ≃AC,1(D|C),

Aar
X,2((ω) + C −D)

/
Aar
X,2((ω) + C − (D − C)) ≃AC,1((ω′C)−D|C),

for a certain ω′C ∈ Ωk(C)/Fp
satisfying (ω′C) =

(
(ω) + C

)
|C by the adjunction

formula. We claim that (ω′C) = (ωC). Indeed, since AC,1(D|C)⊥ = AC,1((ωC)−
D|C) and Aar

X,02 ⊂
(
Aar
X,02

)⊥
, AC,1((ω′C) − D|C) ⊂ AC,1((ωC) − D|C). This

implies that (ωC) ≥ (ω′C) and hence (ωC) = (ω′C), because there is no f ∈ k(C)
such that (f) > 0. Thus, with respect to the canonical residue pairing on C, we
have AC,1(D|C)⊥ = AC,1((ω′C)−D|C). Consequently, as in (i), from

Aar
X,02 = lim

−→D′
lim
←−D′

D′≤D

Aar
X,2(D)

/
Aar
X,2(D

′) = lim
←−D

lim
−→D′

D′≤D

Aar
X,2((ω)−D′)

/
Aar
X,2((ω)−D),

we conclude that fC,x = fx ∈ k(X)x and hence independent of C.

To prove the rest, we take a classical approach with a use of Chinese reminder
theorem, using an idea in the proof of Proposition 1 of [P1]. To be more precise,
fix x0 ∈ X and a prime divisor H on X satisfying that x0 ∈ H and that
V := SpecOX,x0 −H is affine. We claim that for any family of prime divisors
Dj on V such that Di∩Dj = ∅ if i ̸= j, and any rational functions f0, f1, . . . , fn
on V , and any fixed divisor D supported on Di’s, there exists a rational function
g such that {

ordDi(fi − g) ≥ ordDi(D), i = 0, 1, . . . , n,

ordDi(g) ≥ ordDi(D), i ̸∈ {0, 1, . . . , n}

Indeed, by clearing the common denominators for fi’s, (with a modification of
fi’s if necessary,) we may assume that fi’s are all regular. Then by applying

the Chinese reminder theorem to the fractional ideals p
ordDi

(D)

i , i = 0, 1, . . . , n,

and ∩i ̸∈{0,1,...,n}p
ordDi

(D)

i , where pi are the prime ideas associated to the prime
divisors Di, we see the existence of such a g.

Associated to f ∈
(
Aar
X,02

)⊥
, form a new adele f ′ ∈ Aar

X,012 by setting f ′C,x =

fC,x−fH,x where H is a fixed vertical curve. Since, as proved above, for vertical
H, fH,x = fx ∈ k(X)x, this is well defined. Then∑

C:C∋x0

ResC,x0(f
′
C,x0

gx0ω)

=
∑

C:C∋x0

ResC,x0
(fC,x0

gx0ω)−
∑

C:C∋x0

ResC,x0(fH,x0gx0ω).

The first sum is zero, since we have (5) by our choice of f . The second sum,
being taken over all prime curves passing through x0, is zero as well, since
we can apply the residue theorem for the point x0 as above (with fH,x0 being
independent of C). That is to say,∑

C:C∋x0

ResC,x0(f
′
C,x0

gx0ω) = 0.
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Now, applying the above existence to obtain a g satisfying that for any fixed
rational function f0 and any fixed curve C0 ∋ x0, we have{

ordC(f
′
C,x0

) + ordC(f0 − g) + ordC(ω) ≥ 0, C = C0

ordC(f
′
C,x0

) + ordC(g) + ordC(ω) ≥ 0, C ̸= C0,H.

Consequently, by the definition of the residue map, with f ′H,x0
≡ 0 in mind, we

get, for any f0 ∈ k(X) and the corresponding g just chosen,

0 =
∑

C:C∋x0

ResC,x0(f
′
C,x0

gω) =
∑

C:C∋x0,{C:C ̸=C0,H}∪{C:C=C0,H}

ResC,x0(f
′
C,x0

gω)

=
∑

C:C∋x0,C=C0,H

ResC,x0(f
′
C,x0

gω) = ResC0,x0(f
′
C0,x0

gω) = ResC0,x0(f
′
C0,x0

f0ω).

Since the last quantity is always zero for all f0, this then implies that f ′C,x0
= 0,

namely, fC0,x0 = fH,x0 .

To end the proof of (ii), we still need to show that fP = fP0 for a fixed
P0 ∈ XK and all P ∈ XK . But this is amount to a use of a similar argument
just said again, based on Chinese reminder theorem. See e.g., [Iw, §4]. We leave
the details for the reader. Thus, if f = (fC,x)C,x × (fP )P ∈ (Aar

X,02)
⊥, then

fC,x = fC0,x and fP = fP0 for fixed C0 and P0. Therefore, f ∈ Aar
X,02. That is

to say, (Aar
X,02)

⊥ = Aar
X,02. This proves (ii).

Finally, we prove (iii). The inclusion Aar
X,12((ω)−D) ⊂ (Aar

X,12(D))⊥ is easy.

Indeed, for f = (fC,x)× (fP ) ∈ Aar
X,12((ω)−D), g = (gC,x)× (gP ) ∈ Aar

X,12(D),

we have ⟨f ,g⟩ =
∑
C,xResC,x(fC,xgC,xω) +

∑
PResP (fP gPω) = 0, since every

term in each of these two summations is zero by definition.

To prove the other direction Aar
X,12((ω) − D) ⊃ (Aar

X,12(D))⊥, we make the
following preparations. Set π̃ : X → SpecOF → SpecZ. Then, by [M1, Thm
5.7], the dualizing sheaf ωπ̃ of π̃ is given by, for an open subset U ⊆ X,

ωπ̃(U) =
{
ω ∈ Ωk(X)/Q | ResC,x(fω) = 0 ∀x ∈ C(⊂ U), ∀f ∈ OX,C

}
.

By a similar argument as in [M1] (used to prove the above result), we have, for
a fixed curve C0,

ωπ̃,C0
=

{
ω ∈ Ωk(X)/Q | ResC0,x(fω) = 0 ∀x ∈ C0, f ∈ OX,C0

}
.

This is nothing but the collection of differentials ω satisfying ordC0((ω)) ≥ 0.
Moreover, we have, for a fixed pair x0 ∈ C0,

ωπ̃,C0
⊗OC0

OC0,x0 =
{
ω ∈ Ωcts

k(X)C0,x0/Qπ̃(x0)
| ResC0,x0(fω) = 0 ∀ f ∈ OC0,x0

}
.

This is simply the collection of differentials ω satisfying ordC0((ω)) ≥ 0. From
these, we conclude that the following conditions are equivalent for a non-zero
differential ω ∈ Ωk(X)/Q and a fixed pair x0 ∈ C0;

(1)C ∀f ∈ OX,C0 ResC0,x0(fω) = 0.

(2)C ordC0((ω)) ≥ 0.
Furthermore, a similar argument for points instead of curves also gives us that
the following conditions are equivalent for a fixed point P ;
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(1)P ∀f ∈ OXF ,P0 ResP0(fω) = 0.

(2)P ordP0((ω)) ≥ 0.

Now we are ready to continue our proof. Let f = (fC,x)× (fP ) ∈ Aar
X,12(D)⊥

and g = (gC,x)× (gP ) ∈ Aar
X,12(D). Then

0 = ⟨f ,g⟩ =
∑

C,x
ResC,x(fC,xgC,xω) +

∑
P
ResP (fP gPω).

Thus, by the independence of components of adeles, we see that, for fixed (C, x)
and P , ResC,x(fC,xgC,xω) = 0 and ResP (fP gPω) = 0. This, together with the
equivalence between (1)C and (2)C and the equivalence between (1)P and (2)P ,
we conclude that f = (fC,x)× (fP ) ∈ Aar

X,12((ω)−D), and hence complete the
proof.

2.4 Arithmetic Cohomology Groups

2.4.1 Definitions

Let X be an arithmetic surface and D be a Weil divisor on X. By Lemma 13,
particularly, with (iv), we obtain an arithmetic adelic complex. Accordingly, we
define the arithmetic cohomology groups Hi

ar(X,D) by Hi(A∗ar(X,D), d∗), the
i-th cohomology groups of the complex (A∗ar(X,D), d∗), i = 0, 1, 2.

Proposition 16. (i) The arithmetic cohomology groups Hi
ar(X,D) of D on X,

i = 0, 1, 2, are given by

H0
ar(X,D) =Aar

X,01 ∩ Aar
X,02 ∩ Aar

X,12(D);

H1
ar(X,D) =

=
((

Aar
X,01+Aar

X,02

)
∩ Aar

X,12(D)
)/(

Aar
X,01 ∩ Aar

X,12(D) + Aar
X,02 ∩ Aar

X,12(D)
)
;

H2
ar(X,D) =Aar

X,012

/(
Aar
X,01 + Aar

X,02 + Aar
X,12(D)

)
.

(ii) There exist natural isomorphisms

H1
ar(X,D)

≃
(
Aar
X,01 ∩

(
Aar
X,02 + Aar

X,12(D)
))/(

Aar
X,01 ∩ Aar

X,02 + Aar
X,01 ∩ Aar

X,12(D)
)

≃
(
Aar
X,02 ∩

(
Aar
X,01 + Aar

X,12(D)
))/(

Aar
X,01 ∩ Aar

X,02 + Aar
X,02 ∩ Aar

X,12(D)
)

Proof. This is an arithmetic analogue of [P1]. Indeed, (i) comes directly from
the definition, and via the first and second isomorphism theorems in elementary
group theory, (ii) is obtained using a direct group theoretic calculation for our
arithmetic adelic complex.

As mentioned above, the cohomology groups for the divisor D defined here
coincide with the adelic global cohomology defined in §1.2.3 associated to the
invertible sheaf OX(D). That is, Hi

ar(X,D) = Hi
ar(X,OX(D)). In fact, our

general construction in §1.2.3 for quasi-coherent sheaves over higher dimensional
arithmetic varieties is obtained modeling our constructions for arithmetic curves
and arithmetic surfaces.
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2.4.2 Inductive long exact sequences

(V) Vertical Curves

Just like the classical cohomology theory, arithmetic cohomology groups also
admit an inductive structure related to vertical geometric curves on arithmetic
surfaces. More precisely, we have the following

Proposition 17. Let C be an irreducible vertical curve of X, then, for any D,
we have the long exact sequence of cohomology groups

0 →H0
ar(X,C) → H0

ar(X,D + C) → H0
ar(C, (D + C)|C)

→ H1
ar(X,D) → H1

ar(X,D + C) → H1
ar(C, (D + C)|C)

→ H2
ar(X,D) → H2

ar(X,D + C) → 0.

Here Hi
ar(C, (D + C)|C), i = 0, 1 are the usual cohomology groups for vertical

geometric curves.

Proof. For C be an irreducible vertical curve in X. Then from definition, one
calculates that

(a) Aar
X,12(D + C)/Aar

X,12(D) = Afin
X,12(D + C)/Afin

X,12(D)⊕ {0}AC,01 ⊕ {0}.
(b) Aar

X,1(D+C)/Aar
X,1(D) = k(C) as there are neither changes along horizontal

curves nor along XF .

(c) Aar
X,2(D + C)/Aar

X,2(D)

= Afin
X,2(Dfin + C)/Afin

X,2(Dfin)⊕ {0} = AC
(
(Dfin + C)|C

)
⊕ {0}.

Consequently, for the morphism

Aar
X,1(D + C)/Aar

X,1(D)⊕ Aar
X,2(D + C)/Aar

X,2(D)
ϕ−→ Aar

X,12(D + C)/Aar
X,12(D),

(x, y) 7→ x− y,

we conclude that

(d) Kerϕ is given by(
Aar
X,1(D + C)/Aar

X,1(D)
)
∩
(
Aar
X,2(D + C)/Aar

X,2(D)
)
= H0

ar(C, (D + C)|C),

(e) Cokerϕ is given by(
Aar
X,12(D + C)/Aar

X,12(D)
)/(

Aar
X,12(D + C)/Aar

X,12(D) + Aar
X,12(D + C)/Aar

X,12(D)
)

=H1
ar(C, (D + C)|C).

Therefore, by definition, we have the long exact sequence

0 →H0
ar(X,C) → H0

ar(X,D + C) → H0
ar(C, (D + C)|C)

→ H1
ar(X,D) → H1

ar(X,D + C) → H1
ar(C, (D + C)|C)

→ H2
ar(X,D) → H2

ar(X,D + C) → 0.

This then completes the proof.
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(H) Horizontal Curves

For horizontal curve EP corresponding to an algebraic point P of XF , we
have

(a) Aar
X,12(D + EP )/A

ar
X,12(D)

=Afin
X,12(D + EP )/A

fin
X,12(D)⊕ AXF (DF + P )/AXF (DF )⊗Q R

=AEP ,01 ⊕ k(EP )⊗Q R = Aar
EP

;

(b) Aar
X,1(D + EP )/Aar

X,1(D) = k(EP ), diagonally embedded in

Afin
X,1(Dfin + EP )/Afin

X,1(Dfin)⊕ AXF
(DF + P )/AXF

(DF )⊗Q R;

(c) Aar
X,2(D + EP )/Aar

X,2(D)

= AEP

(
(Dfin + EP )|EP

)
⊕H0(XF , DF + EP )⊗ R/H0(XF , DF )⊗ R.

Similarly, we have the corresponding morphism

Aar
X,1(D + EP )/Aar

X,1(D)⊕ Aar
X,2(D + EP )/Aar

X,2(D)
φ−→ Aar

X,12(D + EP )/A
ar
X,12(D)

(x, y) 7→ x− y,

and hence obtain the following proposition in parallel.

Proposition 18. Let EP be the horizontal curve EP corresponding to an alge-
braic point P of XF , then, for any D, We have the long exact sequence

0 →H0
ar(X,EP ) → H0

ar(X,D + EP ) → Kerφ

→ H1
ar(X,D) → H1

ar(X,D + EP ) → Cokerφ

→ H2
ar(X,D) → H2

ar(X,D + EP ) → 0.

However, unlike for vertical curves, we do not have the group isomorphisms
between Kerφ, resp. Cokerφ, and H0

ar(EP , (D +EP )|EP ), resp. H
1
ar(EP , (D +

EP )|EP
). This is in fact not surprising: different from vertical curves, for the

arithmetic cohomology, there is no simple additive law with respect to horizontal
curves when count these arithmetic groups: In Arakelov theory, we only have

χar(X,D + EP ) = χar(X,D) + χar(EP , (D + EP )|EP
)− 1

2
dλ(E) (6)

with discrepancy −1
2dλ(E) resulting from Green’s functions. (See e.g., [L,

p.114].)

On the other hand, recall that, on generic fiber XF , we have the long exact
sequence of cohomology groups

0 →H0(XF , DF ) → H0(XF , DF + P ) → OXF
(D + P )|P → Q→ 0

(with Q defined by 0 → Q→ H1(XF , DF ) → H1(XF , DF + P ) → 0),
(7)

and that, in Arakelov theory, see e.g., [L, VI, particularly, p.140], what really
used is the much rough version λ(DF + P ) ≃ λ(DF ) ⊗ OXF (D + P )|P where
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λ denotes the Grothendieck-Mumford determinant. One checks that the exact
sequence (6) does appear in our calculation above. Indeed, for curve XF /F ,

H0(XF , DF ) = k(XF )∩AXF
(DF ) & H1(XF , DF ) = AXF

/k(XF )+AXF
(DF ).

Consequently, (7) is equivalent to the exact sequence

0 → H0(XF , DF + P )/H0(XF , DF ) → AXF
(DF + P )/AXF

(DF ) → Q→ 0

0 → Q→ H1(XF , DF ) → H1(XF , DF + P ) → 0.

(Note that AXF (DF + P )/AXF (DF ) is supported only on P .) Clearly, all this
can be read from the calculations in (a,b,c) and the morphism φ above. So our
construction offers a much more refined structure topologically.

2.4.3 Duality of cohomology groups

Let π : X → SpecOF be an arithmetic surface defined over the ring of integers
of a number field F . Then we have the adelic space Aar

X , its level two subspaces
Aar

01, Aar
02 and Aar

12(D), and hence the cohomology groups Hi
ar(X,OX(D)) asso-

ciated to a Weil divisor D on X. Moreover, there is a natural ind-pro structure
on Aar

X

Aar
X = lim

−→D
lim

←−E:E≤D
AX,12(D)

/
AX,12(E).

Note that AX,12(D)
/
AX,12(E)’s are locally compact topological spaces. Conse-

quently, as explained in §3, the next section, induced from the projective limit,
we get a natural final topology on AX,12(D) = lim

←−E:E≤D
AX,12(D)

/
AX,12(E);

similarly, induced from the inductive limit, we get a natural initial topology on
Aar
X = lim

−→D
AX,12(D). Moreover, by Theorem II, we know that all three level

two subspaces Aar
01, Aar

02 and Aar
12(D) are closed in Aar

X . Consequently, we obtain
natural topological structures on arithmetic cohomology groups Hi

ar(X,OX(D))
induced from the canonical topology of Aar

X . Our main theorem here is the fol-
lowing

Theorem 19. Let X be an arithmetic surface and D be a Weil divisor on X.
Then as topological groups, we have natural isomorphisms

̂Hi
ar(X,D) ≃ H2−i

ar ((ω)−D) i = 0, 1, 2.

Recall that, for a topology space T , its topological dual is defined by T̂ :=
{ϕ : T → S1 continuous} together with an compact-open topology. (See e.g.,
§3.1.1 for details.)

This theorem is proved at the end of this paper, after we expose some basic
structural results for the ind-pro topology on Aar

X in the next section.
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3 Ind-Pro Topology in Dimension Two

In this section, we establish some basic properties for ind-pro topologies on
various adelic spaces associated to arithmetic surfaces. This may be viewed as
a natural generalization of a well-known topological theory for one dimensional
adeles (see e.g. [Iw], [T]). Our main result here is the following

Theorem II. Let X be an arithmetic surface. Then with respect to the canonical
ind-pro topology on Aar

X , we have

(1) Level two subspaces Aar
X,01,Aar

X,02 and Aar
X,12(D) are closed in Aar

X ;

(2) Aar
X is a Hausdorff, complete, and compact oriented topological group;

(3) Aar
X is self-dual. That is, as topological groups,

Âar
X ≃ Aar

X .

3.1 Ind-pro topologies on adelic spaces

3.1.1 Ind-pro topological spaces and their duals

To begin with, let us recall some basic topological constructions for inductive
limits and projective limits of topological spaces.

(1) Let {Gm}m be an inductive system of topological spaces, G := lim
−→m

Gm

with structure maps ιm : Gm → G. Then, the inductive topology on G is
defined by assigning subsets U of G to be open, if ι−1m (U) is open in Gm for
each m. Inductive topology is also called the final topology since it is the finest
topology on G such that ιm : Gm → G are continuous.

(2) Let {Gn}n be a projective system of topological spaces, G := lim
←−n

Gn with

structure maps πn : G → Gn. Then, the projective topology on G is defined
as the one generated by open subsets π−1n (Un), where Un are open subsets of
Gn. Projective topology is also called the initial topology since it is the coarsest
topology on G such that πn : G→ Gn are continuous.

For a topological space T , denote by T̂ := {f : T → S1 continuous}. There
is a natural compact-open topology on T̂ , generated by open subsets of the
form W (K,U) := {f ∈ T̂ : f(K) ⊂ U}, where K ⊂ T are compact, U ⊂ S1 are

open. We call T̂ the (topological) dual of T .

For inductive and projective topologies, we have the following general results
concerning their duals.

Proposition 20. Let {Pn}n be a projective system of Hausdorff topological
groups with structural maps πn,m : Pn → Pm and πn : lim

←−n
Pn → Pn. Assume

that all πn and πn,m are surjective and open, and that for any n, n′, there exists
an n′′ such that n′′ ≤ n and n′′ ≤ n′. Then, as topological groups,

l̂im
←−n

Pn ≃ lim
−→n

P̂n .

Proof. Denote by π̂n,m : P̂m → P̂n, fm 7→ fm ◦ πn,m, the dual of πn,m :

Pn → Pm. Then, for an element lim
−→n

fn ∈ lim
−→n

P̂n , we have π̂n,m(fm) = fn, or

equivalently, fm ◦ πn,m = fn. Hence, for an element x = lim
←−n

xn ∈ lim
←−n

Pn, we
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have fm(xm) = fm(πn,m(xn)) = fn(xn) for sufficiently small m, n. Based on
this, we define a natural map

φ : lim
−→n

P̂n −→ l̂im
←−n

Pn, lim
−→n

fn 7→ f

where f : lim
←−n

Pn → S1, x = lim
←−n

xn 7→ fn(xn). From the above discussion, f is

well defined. Moreover, we have the following

Lemma 21. (1) f is continuous. In particular, φ is well defined;

(2) φ is a bijection;

(3) φ is continuous; and

(4) φ is open.

Proof. (1) Let U be an open subset of S1. If x = lim
←−n

xn ∈ f−1(U), fn(xn) ∈ U

for sufficiently small n. In particular, xn ∈ f−1n (U). On the other hand,
since fn is continuous, f−1n (U) is open. So, lim

←−n
f−1n (U) is an open neigh-

borhood of x = lim
←−n

xn. Note that f( lim
←−n

f−1n (U)) = fn(f
−1
n (U)) = U . Hence

lim
←−n

f−1n (U) ⊂ f−1(U). Consequently, f is continuous, and hence φ is well de-

fined.

(2) To prove that φ is injective, we assume that φ( lim
−→n

gn) =: g = f . Thus

fn(xn) = gn(xn) for sufficiently small n and for all x = lim
←−n

xn ∈ lim
←−n

Pn. Note

that πn,m are surjective. So fn(xn) = gn(xn) for all xn ∈ Pn. This means that
fn = gn for sufficiently small n. Consequently, lim

−→n
fn ≡ lim

−→n
gn, and hence φ

is injective.

To show that φ is surjective, let f : lim
←−n

Pn → S1 be a continuous map. Then,

for any open subset U ⊂ S1 containing 1, f−1(U) is an open neighborhood of

0 in lim
←−n

Pn. Hence, we may write f−1(U) as f−1(U) = lim
←−n

Pn ∩
∏
α

Kn where

Kn ⊂ Pn are open subsets and Kn = Pn for almost all n. By assumptions, for
n1, . . . , nr such that Kni = Pni , there exists an N such that N ≤ ni. Then,
f(KerπN ) = 1. So, f(Kerπn) = 1 for all n ≤ N . Built on this, we define,
for n ≥ N , the maps fn : Pn → S1, xn 7→ f(x) if πn(x) = xn. Note that f(x)
always make sense, since πn : lim

←−n
Pn → Pn is surjective. Moreover, fn’s are well

defined. Indeed, if y ∈ lim
←−n

Pn such that πn(y) = xn, then πn(y) = xn = πn(x)

for n ≤ N . Hence x − y ∈ Kerπn. This implies that f(y) = f(x). Clearly, by
definition, φ( lim

−→n
fn) = f . So φ is surjective.

(3) and (4) are direct consequences of the bijectivity of φ. Indeed, to prove

that φ is continuous, it suffices to show that for open subsets of l̂im
←−n

Pn in the

form U =W (K,V ), φ−1(U) is open in lim
−→n

P̂n , where K is a compact subset of

lim
←−n

Pn and V is an open subset of S1. Since πn are continuous, Kn = πn(K) are

compact. In this way, we get a inductive system of open subsets {W (Kn, V )}n.
Set U = lim

−→n
W (Kn, V ). Note that, by the bijectivity of φ, f(U) = U. This

shows that f is continuous.

To prove φ is open, let U be an open subset of lim
−→n

P̂n such that
(
W (Kn, V )

)
=

ι−1n (U) for a compact subset Kn of Pn for any n. K := lim←−n Kn is compact
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in lim
←−n

Pn. Consequently,W (K, 0) is open in l̂im
←−n

Pn. Note that, from the bijec-

tivity of φ, we have φ( lim
−→n

W (Kn, V )) =W (K,V ). So φ is open. This proves

the lemma and hence also the proposition.

Next we treat inductive systems. By definition, an inductive system {Dn}n
of Hausdorff topological groups is called compact oriented, if for any compact
subset K ⊂ lim

−→n
Dn, there exists an index n0 such that K ⊂ Dn0 .

Proposition 22. Let {Dn}n be a compact oriented inductive system of Haus-
dorff topological groups with structural maps ιn : Dn → lim

−→n
Dn and ιn,n′ : Dn →

Dn′ . Assume that ιn,n′ are injective and closed, and that, for any n, n′, there
exists an n′′ such that n′′ ≥ n and n′′ ≥ n′. Then, as topological groups,

̂lim
−→n

Dn ≃ lim
←−n

D̂n .

Proof. To start with, we define a map

ψ : lim
←−n

D̂n −→ ̂lim
−→n

Dn, lim
←−n

fn 7→ f

where f : lim
−→n

Dn → S1, lim
−→n

xn 7→ fn(xn).

Lemma 23. (1) f is well defined and continuous. In particular, ψ is well
defined.

(2) ψ is a bijection;

(3) ψ is continuous; and

(4) ψ is open.

Proof. (1) Note that for n < n′, fn = fn′ ◦ ιn,n′ and xn′ = ιn,n′(xn). Con-
sequently, fn(xn) = fn′ ◦ ιn,n′(xn) = fn′(ιn,n′(xn)) = fn′(xn′) for sufficiently
large n ≤ n′. So f is well defined.

To prove that f is continuous, let U ⊂ S1 be an open subset and take
lim
−→n

xn ∈ f−1(U). By definition, xn ∈ f−1n (U) =: Un and Un are open. Hence

U := lim
−→n

Un is open and x = lim
−→n

xn ∈ U. Moreover, f(U) ⊂ U . So f s contin-
uous.

(2) Assume that ψ( lim
←−n

fn) = f ≡ 0. Then, for any x = lim
−→n

xn, f(x) = 0.

This means that for all n, and xn ∈ Dn, fn(xn) = f(x) = 0 where x is deter-
mined by the condition that for all n′ ≥ n, xn′ = ιn,n′xn. (Since ιn are injective,
this is possible.) Thus fn ≡ 0 and hence lim

←−n
fn = 0.

For any f ∈ lim
←−n

D̂n , let fn = f ◦ ιn : Dn → S1. Clearly, fn is continuous.

So fn ∈ D̂n. Moreover, for all n′ ≥ n, fn = f ◦ ιn = f ◦ ιn′ ◦ ιn,n′ = fn′ ◦ ιn,n′ .
That is, {fn}n forms a projective limit. Obviously, ψ( lim

←−n
fn) = f .

(3) This is rather involved: not only the just proved bijectivity of ψ, but all
assumptions for our injective system are used here. Let U =W (K,V ) be an open

subset of ̂lim
−→n

Dn, where K ⊂ lim
−→n

Dn is compact and V is an open subset of S1.

By assumptions, for any n′, ι−1n′ (Dn) is closed. Hence Dn ⊂ lim
−→n

Dn are closed.
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So Kn := K ∩Dn are compact. If lim
←−n

fn is an element in ψ−1(U) ⊂ ̂lim
−→n

Dn,

we have fn ∈ W (Kn, V ), and lim
←−n

fn ∈ lim
←−n

W (Kn, V ) = ψ−1(W (K,V )). So it

suffices to show that lim
←−n

W (Kn, V ) is open. This is a direct consequence of

our assumptions. Indeed, since our inductive system if compact oriented, there
exists a certain n0 such that K = lim

−→n
Kn ⊂ Dn0 . Hence, Kn = Kn0 = K for

all n ≥ n0. lim
←−n

W (Kn, V ) = π−1n0
(W (Kn0 , V )). Hence, lim

←−n
W (Kn, V ) is open.

(4) This is a direct consequence of the bijectivity of ψ. Indeed, let U ⊂ lim
←−n

D̂n

be an open subset. By definition, without loss of generality, we may assume
that there exists an n and an open subset W (Kn, V ) of D̂n such that U =
π−1n (W (Kn, V )). SinceKn is a compact subset ofDn andDn is closed in lim

−→n
Dn,

Kn is compact in lim
−→n

Dn. On the other hand, ψ(U) = ψ(π−1n (W (Kn, V ))) =

W (Kn, V ). So ψ(U) is open in ̂lim
−→n

Dn. This proves the lemma and hence also

the proposition.

3.1.2 Adelic spaces and their ind-pro topologies

Let X be an arithmetic surface. For a complete flag (X,C, x) on X (with C
an irreducible curve on X and x a close point on C), let k(X)C,x its associated
local ring. By Theorem 1, k(X)C,x is a direct sum of two dimensional local
fields. Denote by (πC , tx,C) a local parameter defined by the flag C of X, and
fix a Madunts-Zhukov lifting ([MZ])

hC = (hπC ,tX,c) : AC,01 ≃
∏′

x:x∈C
ÔC,x

/
πC

∏′

x:x∈C
ÔC,x

lifting−−−−→
∏′

x:x∈C
ÔC,x

Then, following Parshin, see e.g., Example 2,

Afin
X = AX,012 =

∏
x∈C

′
k(X)C,x :=

∏
C

′( ∏
x:x∈C

k(X)C,x

)

:=

{ ( ∞∑
iC=−∞

hC(aiC )π
iC
C

)
C
∈
∏
C

∏
x:x∈C

k(X)C,x

∣∣∣ aiC ∈ AC,01,
aiC = 0 (iC ≪ 0);

Dmin{iC : aiC ̸= 0} ≥ 0 (∀′C)

}
.

This gives the finite adelic space for X. Moreover, from Parshin-Osipov, see
e.g., Definition 5, we have the infinite adelic space A∞X := AXF

⊗̂QR, and hence
the total arithmetic adelic space Aar

X for the arithmetic surface X:

Aar
X := Afin

X ⊕ A∞X .

Moreover, there are natural ind-pro structures on Afin
X , A∞X and hence on Aar

X ,
since

Afin
X = lim

−→D
lim

←−E:E≤D
AX,12(D)

/
AX,12(E),

A∞X = lim
−→D

lim
←−E:E≤D

AXF ,1(D)
/
AXF ,1(E)⊗̂QR.

Consequently, induced from the locally compact (Hausdorff) topologies on spaces
AX,12(E)

/
AX,12(E) and AXF ,1(D)

/
AXF ,1(E)⊗̂QR, we get canonical ind-pro
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topologies on Afin
X , A∞X , and hence on Aar

X , which can be easily seen to be Haus-
dorff. For example, by [MZ], a fundamental system of open neighborhood of 0
in Afin

X is given by{ ( ∞∑
iC=−∞

hC(aiC )π
−iC
C

)
C
∈ Afin

X :

aiC ∈ UiC ⊂ AC,01 open subgroup

UiC = AC,01 ∀ iC ≫ 0

min{iC : UiC = AC,01} ≤ 0 (∀′C)

}
. (8)

We have a similar descriptions for A∞X . However, while, with respect to these
canonical topologies, Afin

X , A∞X , and Aar
X are additive topological groups, they are

not topological rings. That is, the multiplication operations are not continuous
for these spaces. Still, in §3.2.1, we will prove the following very useful

Proposition 24. For a fixed a ∈ Aar
C , the scalar product by a, namely, the map

Aar
X

a×−→ Aar
X , x 7→ ax, is continuous.

Remark. This result can be used to establish a similar result for two dimensional

local fields. Indeed, since
∏′

x∈C
k(X)C,x = lim

−→n
lim

←−m:m≤n
AX,12(nC)

/
AX,12(mC),

as a subspace of Afin
X = lim

−→D
lim

←−E:E≤D
AX,12(D)

/
AX,12(E), there is a natural

ind-pro topology on k(X)C,x, induced from the ind-pro topology on AX,012. Sim-
ilarly, for a two dimensional local field F , we have F = lim

−→n
lim

←−m:m≤n
m−nF

/
m−mF ,

where mF denotes the maximal ideal of F . So from the natural locally compact
topologies on the quotient spaces m−nF

/
m−mF , we obtain yet another ind-pro

topology on F , and hence on k(X)C,x, since k(X)C,x is also a direct sum of
two dimensional local fields. Induced from the same roots of locally compact
topology on one-dimensional local fields, these two topologies on k(X)C,x are
equivalent. This, with the above proposition, then proves the following

Corollary 25. For a fixed aC,x ∈ k(X)C,x, the scalar product by aC,x, namely,

the map k(X)C,x
aC,x·−→ k(X)C,x, α 7→ aC,xα is continuous. In particular, the

scalar product of a fixed element on a two dimensional local field is continuous.

We will use this result in an on-going work to prove that, with respect
to the canonical ind-pro topology, two dimensional local fields are self-dual as
topological groups.

3.1.3 Adelic spaces are complete

In this section, we show that adelic spaces Afin
X and A∞X are complete. For basics

of complete topological groups, please refer to [Bo] and [G]. We begin with

Proposition 26. The subspaces AX,12(D) ⊂ Afin
X and AXF ,1(D) ⊂ A∞X , and

the level two subspace Aar
X,01,Aar

X,02 and Aar
X,12(D) of Aar

X are complete and hence
closed.

Proof. As our proof below works for all other types as well, we only treat
AX,12(D) ⊂ Afin

X to demonstrate. Since AX,12(D)
/
AX,12(E)’s are finite dimen-

sional vector spaces over one dimensional local field, which is locally compact,
so they are complete. Consequently, as a projective limit of complete spaces,
AX,12(D) = lim

←−E:E≤D
AX,12(D)

/
AX,12(E) is complete. It is also closed since

AX,012 is Hausdorff.
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Proposition 27. For an arithmetic surface X, its associated adelic spaces Afin
X

and A∞X are complete.

Proof. We will give a uniform proof for both finite and infinite cases. For
this reason, we use simply A to denote both Afin

X and A∞X , and A(D) for both
AX,12(D) and AXF

(D)⊗̂QR. Clearly, it suffices to prove the following

Lemma 28. For a strictly increasing sequence {A(Dn)}n in A, lim
−→n

A(Dn) is

complete.

Proof. Let {an}n be a Cauchy sequence of lim
−→n

A(Dn). We will show that these

exists a divisor D such that {an}n ⊂ A(D). Assume that, on the contrary, for
all divisors D, {an}n ̸⊂ A(D). We claim that then there exists a subsequence
{akn}n of {an}, a (strictly increasing) subsequence {Dkn}n of {Dn}n, and an
open neighborhood U of 0 in lim

−→n
A(Dn) such that (i) akn ∈ A(Dkn)\A(Dkn−1)

for all n ≥ 2; (ii) ak1 , . . . , akn , · · · ̸∈ U and (iii) aki+1 , . . . , akn , · · · ̸∈ U +
A(Di), i ≥ 1. If so, since akm ̸∈ U + A(Dm) and akn ∈ A(Dm), for any
n > m, akn − akm ̸∈ U . So, {akn}n is not a Cauchy sequence of lim

−→n
A(Dn). a

contradiction. Therefore, there exists a divisor D such that {an}n ⊂ A(D). By
Proposition 26, A(D) is complete. So the Cauchy sequence {an}n is convergent
in A(D) and hence in lim

−→n
A(Dn) as well.

To prove the claim, we select {akn}n and the corresponding Dkn ’s as follows.
We begin with ak1 = a1. Being an element of A, there always a divisor Dk1

such that ak1 ∈ A(Dk1). Since for all D, {an}n ̸⊂ A(D), there exists k2 and a
divisor Dk2 such that Dk2 > Dk1 and ak2 ∈ A(Dk2) − A(Dk1). By repeating
this process, we obtain a subsequence {akn}n of {an}, a (strictly increasing)
subsequence {Dkn}n of {Dn}n such that (i) above holds. Hence to verify the
above claim, it suffices to find an open subset U satisfying the conditons (ii)
and (iii) above. This is the contents of the following

Sublemma 29. Let {A(Dn)}n be a strictly increasing sequence and {an}n be a
sequence of elements of A. Assume that an ∈ A(Dn)− A(Dn−1) for all n ≥ 1.
Then there exists an open subset U of lim

−→n
A(Dn) such that a1, . . . , an, · · · ̸∈ U

and am+1, . . . , an, · · · ̸∈ U +A(Dm) for all m < n.

Proof. We separate the finite and infinite adeles.

Finite Adeles Since A(D1)/A(D0) is Hausdorff, there exists an open, and
hence closed, subgroup U1 ⊂ A(D1) such that a1 ̸∈ U1 and U1 ⊃ A(D0). Since
A(D1) is complete and U1 is closed in A(D1), U1 is complete as well. Now,
viewing in A(D2), since A(D2) is Hausdorff, U1 is a complete subspace, so
U1 is closed in A(D2). Hence A(D2)/U1 is Hausdorff too. Therefore, there
exists an open and hence closed subgroup V2,0 of A(D2) such that a1, a2 ̸∈
V2,0 and V2,0 ⊃ U1. In addition, A(D2)

/
A(D1) is Hausdorff, there exists an

open subgroup V2,1 such that a2 ̸∈ V2,1 and V2,1 ⊃ A(D2). Consequently,
if we set U2 = V2,0 ∩ V2,1, U2 is an open hence closed subgroup of A(D2)
such that a1, a2 ̸∈ U2, a2 ̸∈ U2 + A(D1) and U2 ⊃ U1. So, inductively,
we may assume that there exists an increasing sequence of open subgroups
U1, . . . , Un−1 satisfying the properties required. In particular, the following
quotient spaces A(Dn)

/
Un−1 + A(D0)

(
= A(Dn)

/
Un−1

)
, . . . , A(Dn)

/
Un−1 +
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A(Dm), . . . , A(Dn)
/
Un−1+A(Dn−1)

(
= A(Dn)

/
A(Dn−1)

)
are Hausdorff. Hence,

there are open subgroups Vn,m, 0 ≤ m ≤ n−1 ofA(Dn) such that am+1, . . . , an ̸∈
Vn,m and Vn,m ⊃ Un−1+A(Dm). Define Un := ∩n−1m=1Vn,m. Then Un is an open
subgroup of A(Dn) satisfying a1, . . . , an ̸∈ Un, am+1, . . . , an ̸∈ Un+A(Dm), 1 ≤
m ≤ n−1 and Un ⊃ Un−1. Accordingly, if we let U = lim

−→n
Un, by definition, U is

an open subgroup of lim
−→n

A(Dn), and from our construction, a1, . . . , an, · · · ̸∈ U

and am+1, . . . , an, · · · ̸∈ U +A(Dm), m ≥ 1.

Infinite Adeles Since A(D1) is Hausdorff, there exists an open subset U1 of
A(D1) such that a1 ̸∈ A(D1). Moreover, since A(D2) ≃ A(D2)

/
A(D1)⊕A(D1)

and A(D2)
/
A(D1) is Hausdorff, there exists an open subset U2 of A(D2) such

that a1, a2 ̸∈ U2 and U2 ∩ A(D1) = U1. In particular, a2 ̸∈ U2 + A(D1).
Similarly, as above, with an inductive process, based on the fact that A(Dn) ≃
A(Dn)

/
A(Dn−1)⊕A(Dn−1) and A(Dn)

/
A(Dn−1) is Hausdorff, there exists an

open subset Un of A(Dn) such that a1, . . . , an ̸∈ Un and Un ∩ A(Dn) = Un−1.
Consequently, am+1, . . . , an ̸∈ Un + A(Dm), 1 ≤ m ≤ n − 1. In this way, we
obtain an infinite increasing sequence of open subsets Un. Let U = lim

−→n
Un.

Then by definition U is an open subset of lim
−→n

A(Dn) satisfying a1, . . . , an, · · · ̸∈
U and am+1, . . . , an, · · · ̸∈ U +A(Dm), m ≥ 1. This then proves the sublemma,
the lemma and hence also the proposition.

3.1.4 Adelic spaces are compact oriented

In this section, we show that adelic spaces Afin
X and A∞X are compact oriented.

Proposition 30. For an arithmetic surface X, its associated adelic spaces Afin
X

and A∞X are compact oriented. That is to say, for any compact subgroup, resp.
a compact subset, K in Afin

X , resp. A∞X , there exists a divisor D on X, resp., on
XF , such that K ⊂ AX,12(D), resp., K ⊂ AXF

(D).

Proof. We treat both finite and infinite places simultaneously. Assume that for
all divisors D, K ̸⊂ A(D). Fix a suitable D0. By our assumption, K ̸⊂ A(D0).
Since A is Hausdorff and A(D0) is closed, there exists a certain divisor D1

and an element a1 ∈ K, such that D1 > D0, a1 ∈ A(D1)\A(D0). Similarly,
since A(D1) is closed, A

/
A(D0) is Hausdorff, we can find an open subgroup

U ′1 ⊂ A
/
A(D0) such that a1 + A(D0) ̸⊂ A

/
A(D0). Consequently, there exists

an open subgroup U1 of A such that a1 ̸∈ U1 and U1 ⊃ A(D0). Now use (D1,A)
instead of (D0,A), by repeating the above construction, we can find a divisor
D2, an open subgroup U2 ⊂ A and an element a2 ∈ K ∩

(
A(D2)\A(D1)

)
such

that D2 > D1, a2 ̸∈ U2, U2 ⊃ U1. In this way, we obtain a sequence of divisors
Dn, a sequence of elements an ∈ K∩

(
A(Dn)\A(Dn−1)

)
and a sequence of open

subgroups Un such that Dα > Dn−1, an ̸∈ Un, Un ⊃ Un−1. Let U = lim
−→n

Un.

Then U is an open, and hence closed, subgroup of A. Consequently, K ∩ U is
compact. This is a contradiction. Indeed, since a1, . . . , an ̸∈ Un for all n, the
open covering {Un}n of K ∩ U admits no finite sub-covering. This completes
the proof.

3.1.5 Double dual of adelic spaces

We here prove the following
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Proposition 31. As topological groups, we have(
lim

←−E:E≤D
AX,12(D)

/
AX,12(E)

)∨
≃ lim
−→E:E≤D

(
AX,12(D)

/
AX,12(E)

)∨
,(

lim
←−E:E≤D

(
AXF

(D)
/
AXF

(E)⊗̂QR
))∨

≃ lim
−→E:E≤D

(
AXF

(D)
/
AXF

(E)⊗̂QR
)∨

;

and (
lim
−→D

AX,12(D)
)∨

≃ lim
←−D

(
AX,12(D)

)∨
,(

lim
−→D

(
AXF (D)⊗̂QR

))∨
≃ lim
←−D

(
AXF (D)⊗̂QR

)∨
.

where, AXF (D)⊗̂QR := lim
←−E:E≤D

(
AXF (D)

/
AXF (E)⊗̂QR

)
.

In particular,

Âfin
X ≃ lim

←−D
lim
−→E
E≤D

(
AX,12(D)

/
AX,12(E)

)∨
,

Â∞X ≃ lim
←−D

lim
−→E
E≤D

(
AXF (D)

/
AXF (E)⊗̂QR

)∨
.

Proof. We apply Proposition 20, resp. Proposition 22, to prove the first, resp.,
the second, pairs of homeomorphisms. We need to check the conditions there.

As above, we treat finite adeles and infinite adeles simultaneously. So we
use A and A(D) as in §3.1.3. Then A(D) = lim

←−E:E≤D
A(D)

/
A(E). Now, for

E < E′, πD/E,D/E′ : A(D)
/
A(E) → A(D)

/
A(E′) is the natural quotient map.

So πD/E,D/E′ are surjective and open. Similarly, πD,D/E : A(D) → A(D)
/
A(E)

are surjective and open. So, by Proposition 20, we get the first group of two
homeomorphisms for topological groups.

To treat the second group, recall that A(D)
/
A(E) are complete. So, their

projective limits A(D)’s are complete. This implies that A(D) are closed in A,
since A is Hausdorff. On the other hand, for D < D′, AX,12(D) ⊂ AX,12(D′).
So the structural maps ιD,D′ : A(D) → A(D′) and ι : A(D) → A are injective
and closed. Thus, by Proposition 22, it suffices to show that the inductive
system {A(D)}D is compact oriented. This is simply the contents of §3.1.3-4.
All this then completes our proof, since the last two homeomorphisms are direct
consequences of previous four.

Corollary 32. As topological groups,

̂̂
Afin
X ≃ Afin

X ,
̂̂A∞X ≃ A∞X , and hence

̂̂Aar
X ≃ Aar

X .

Proof. Since A(D)/A(E) are locally compact and hence they are self dual. Thus,
to prove this double dual properties for our spaces, it suffices to check the con-

ditions listed in Proposition 22 for inductive systems { lim
−→E:E≤D

̂A(D)
/
A(E)}E

and in Proposition 20 for the projective system {Â(D)}D. With the above
lengthy discussions, all this now becomes rather routine. For example, to verify

that Â is Hausdorff, we only need to recall that S1 is compact. Still, as careful
examinations would help understand the essences of our proof above, we suggest
ambitious readers to supply omitted details.
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3.2 Adelic spaces and their duals

3.2.1 Continuity of scalar products

We here show that Proposition 24, namely, the scalar product maps on adelic
spaces are continuous, even adelic spaces are not topological rings.

Proposition 24. For a fixed element a of Afin
X , resp. of A∞X , the induced scalar

product map: ϕfina : Afin
X

a×−→ Afin
X , resp., ϕ∞a : A∞X

a×−→ A∞X , is continuous.

Proof. If a = 0, there is nothing to prove. Assume, from now on, that

a = (aC)C= (

∞∑
iC=iC,0

hC(aiC )π
iC
C )C ∈ Afin

X ̸= 0. Here, for each C, we assume

that aiC,0
̸= 0. To prove that φa is continuous, by our description (8) of

the ind-pro topology on Afin
X , it suffices to show that for an open subgroup

U = (UC)C=
( ∞∑
jC=−∞

hC(AC,1(DjC )
)
πiCC +

∞∑
jC=rC

hC(AC,01)πiCC
)
∩ Afin

X , as an

open neighborhood of 0, its inverse image φ−1a (U) contains an open subgroup.
For later use, set IC := rC − iC,0.

Let b = (bC)C =
( ∞∑
kC=−∞

hC(bkC )π
kC
C

)
C
∈ φ−1a (U) ⊂ Afin

X . Then, for each

fixed C, aCbC =
∞∑

lC=−∞

( ∞∑
iC=iC,0

hC(aiC )hC(blC−iC )
)
πlCC . Recall that hC is the

lifting map hC : AC,01 ≃
∏
x:x∈C

′
ÔC,x

/
πC

∏
x:x∈C

′
ÔC,x

lifting−−−−→
∏
x:x∈C

′
ÔC,x. Thus if

bkC ∈ AC,01, we always have hC(aiC )hC(blC−iC ) ∈
∞∑

mC=0

hC
(
AC,01

)
πmC

C . More-

over, if we write, as we can, aiC ∈ AC,1(FiC ), bkC ∈ AC,1(EkC ) for some divisors

FiC and EkC , we have hC(aiC )hC(blC−iC ) ∈
∞∑

mC=0

hC
(
AC,1(FiC + ElC−iC )

)
πmC

C .

Now write bC =
(∑IC−1

kC=−∞+
∑∞
kC=IC

)
hC(bkC )π

kC
C . We will construct the

required open subgroup according to the range of the degree index kC .

(i) If bC ∈
( ∞∑
kC=IC

hC(AC,01)πkCC
)
∩
( ∏
x:x∈C

′
k(X)C,x

)
, we have aCbC ∈ UC ;

(ii) To extend the range including also the degree IC−1, choose a divisor EIC−1
such that hC

(
AC,1(FiC,0

+ EIC−1)
)
⊂ hC

(
AC,1(DrC−1)

)
. Then, if we choose

bC ∈
(
hC

(
AC,1(EIC−1)π

IC−1
C +

∞∑
kC=IC

hC(AC,01)πkCC
)
∩
( ∏
x:x∈C

′
k(X)C,x

)
, we also

have aCbC ∈ UC ;

(iii) Similarly, to extend the range including the degree IC − 2, choose a divisor
EIC−2 such that hC

(
AC,1(FiC,0

+EIC−2)
)
⊂ hC

(
AC,1(DrC−2)

)
∩hC

(
AC,1(DrC−1)

)
and hC

(
AC,1(FiC,0+1 + EIC−2)

)
⊂ hC

(
AC,1(DrC−1)

)
. Then, if we choose bC ∈( IC−1∑

kC=IC−2

hC
(
AC,1(EkC )π

kC
C +

∞∑
kC=IC

hC(AC,01)πkCC
)
∩
( ∏
x:x∈C

′
k(X)C,x

)
, then we
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have aCbC ∈ UC .

Continuing this process repeatedly, we then obtain divisors EkC ’s such that, for

bC ∈ VC :=
( IC−1∑
kC=−∞

hC
(
AC,1(EkC )π

kC
C +

∞∑
kC=IC

hC(AC,01)πkCC
)
∩
( ∏
x:x∈C

′
k(X)C,x

)
,

we have aCbC ∈ UC .

Since, for all but finitely many C, rC ≤ 0 and iC,0 ≥ 0, or better, IC =
rC−iC,0 ≤ 0. Therefore, from above discussions, we conclude that

∏
C VC∩Afin

X

is an open subgroup of Afin
X and a

(∏
C VC ∩ Afin

X

)
⊂ U . In particular, ϕa is

continuous.

A similar proof works for ϕ∞a . We leave details to the reader.

3.2.2 Residue maps are continuous

Fix a non-zero rational differential ω on X. Then for an element a of Afin
X ,

resp., A∞X , induced from the natural residue pairing ⟨·, ·⟩ω, we get a natural
map φfin

a := ⟨a, ·⟩ω : Afin
X −→ R/Z, resp., φ∞a := ⟨a, ·⟩ω : A∞X −→ R/Z.

Lemma 33. Let a be a fix element in Afin
X , resp., A∞X . Then the induced map

φfin
a := ⟨a, ·⟩ω : Afin

X −→ R/Z, resp., φ∞a := ⟨a, ·⟩ω : A∞X −→ R/Z, is continuous.
In particular, the residue map on arithmetic adeles Aar

X is continuous.

Proof. We prove only for φfin
a , as a similar proof works φ∞a . Write Afin

X =∏′
F : 2−dim
local field

F . And, for each local field F , fix an element tF of F such that for

equal characteristic field F , tF is a uniformizer of F , while for mixed char-
acteristics field F , tF is a lift of a uniformlzer of its residue field. Since,
by Proposition 27, the scalar product is continuous, to prove the continuity
of ⟨a, ·⟩ω, it suffices to show that the residue map Res : Afin

X → R/Z, x =
(xF ) 7→

∑
F resF (xF dtF ) is continuous. (Note that, by the definition of Afin

X ,
see, e.g., §3.1.2, the above summation is a finite sum.) Since the open subgroup(∑−1

iC=∞ hC(AC,1(0)
)
πiCC +

∑∞
i=0 hC(AC,01)π

iC
C

)
∩Afin

X is contained, the kernel

of the residue map is an open subgroup. This proves the lemma.

3.2.3 Adelic spaces are self-dual

We will treat both Afin
X and A∞X simultaneously. So as before, we use A to

represent them.

Recall that, for a fixed a ∈ A, the map ⟨a, ·⟩ω : A → S1 is continuous.

Accordingly, we define a map φ : A → Â, a 7→ φa := ⟨a, ·⟩ω.

Proposition 34. For the map φ : A → Â, a 7→ φa := ⟨a, ·⟩ω, we have

(1) φ is continuous;

(2) φ is injective;

(3) The image of φ is dense;

(4) φ is open.

Proof. (1) For an open subset W (K, 0) of Â , where K is a compact sub-
group, resp. a compact subset, of A, let U := φ−1

(
W (K, 0)

)
. By Propo-

sition 31, Â = lim
←−D

lim
−→E:E≤D

̂A(D)/A(E). So we may write χ0 := ⟨1, ·⟩ω as
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lim
←−D

lim
−→E:E≤D

χD/E with χD/E ∈ ̂A(D)/A(E). Accordingly, write AD/E :=

A(D)/A(E), KD/E := K ∩A(D)
/
K ∩A(E) and let UD/E :=

{
aD/E ∈ AD/E :

χD/E
(
aD/EKD/E

)
= {0} resp. an open subset V

}
. Since, for a fixed divisor D,

A(D) is closed in A, K ∩ A(D) is a subgroup, resp. a subset, of A(D). So, for
E ≤ D, KD/E is compact in AD/E . Consequently, from the non-degeneracy of
χD/E on locally compact spaces, UD/E is an open subgroup, resp., an open sub-
set, of A, and U = lim

←−D
lim

−→E:E≤D
UD/E . We claim that U is open. Indeed, by

Proposition 30, A is compact oriented. So, for compact K, there exists a divisor
D1 such that K ⊂ A(D1). On the other hand, since χ0 is continuous, there
exists a divisor D2 such that A(D1 +D2) ⊂ Ker(χ0). Hence U ⊃ A(D2). Thus,
for a fixed D, with respect to sufficiently small E ≤ D, we have UD/E = AD/E .

This verifies that U is open, and hence proves (1), since the topology of Â is
generated by the open subsets of the form W (K, 0).

(2) is a direct consequence of the non-degeneracy of the residue pairing. So
we have (2).

To prove (3), we use the fact that A
ψ
≃ ̂̂A , where, for a ∈ A, ψa is given

by ψa : Â → S1, χ 7→ χ(a). Thus to show that the image of φ is dense, it
suffices to show that the annihilator subgroup Ann

(
Im(φ)

)
of Im(φ) is zero.

Let then x ∈ Ann
(
Im(φ)

)
be an annihilator of Im(φ). Then, by definition,

{0} = ψx

(
{φa : a ∈ A}

)
= {φa(x) : a ∈ A}. That is to say, ⟨a,x⟩ω = 0 for all

a ∈ A}. But the residue pairing is non-degenerate. So, x = 0.

(4) This is the dual of (2). Indeed, let U ⊂ A be an open subgroup, resp.
an open subset, of A. Then U ∩ A(D) is open in A(D). Since A(D) is closed,
UD/E := U ∩ A(D)

/
U ∩ A(E) is open in AD/E . This, together with the fact

that χD/E is non-degenerate on its locally compact base space, implies that

KD/E :=
{
aD/E ∈ AD/E : χD/E

(
aD/E · UD/E

)
= {0} resp. an open subset V

}
is a compact subset, resp. a compact subset. Let K := lim

−→D
lim

←−E:E≤D
KD/E .

Since U is open, there exists a divisor E such that A(E) ⊂ U . This implies that
there exists a divisor D such that K ⊂ A(D). Otherwise, assume that, for any
D, K ̸⊂ A(D). Then, there exists an element k ∈ K such that k ̸∈ A(ω)− E).
Hence we have χ(k · A(E)) ̸= {0}, a contradiction. This then completes the
proof of (4), and hence the proposition.

We end this long discussions on ind-pro topology over adelic space Aar
X with

the following main theorem.

Theorem 35. Let X be an arithmetic surface. Then, as topological groups,

Âfin
X ≃ Afin

X and Â∞X ≃ A∞X . In particular, Âar
X ≃ Aar

X .

Proof. With all the preparations above, this now becomes rather direct. Indeed,

by Proposition 34, we have an injective continuous open morphism φ : A → Â .
So it suffices to show that φ is surjective. But this is a direct consequence of

the fact that φ is dense, since both A and Â are complete and Hausdorff. This
proves the theorem and hence also Theorem II.
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3.2.4 Proof of cohomological duality

Now we are ready to prove Theorem 19, or the same Theorem III, for the
duality of cohomology groups. Recall that for a non-zero rational differential ω,
by Proposition 12, we have a non-degenerate residue pairing

⟨·, ·⟩ω : Aar
X × Aar

X −→ S1.

Moreover, by Theorem II just proved, we obtain a natural homeomorphism of
topological groups

Aar
X ≃ Âar

X , a 7→ ⟨a, ·⟩ω.

This, with a well-known argument which we omit, implies the following

Lemma 36. With respect to the non-degenerate pairing ⟨·, ·⟩ on Aar
X , we have

(i) If W1 and W2 are subgroups of Aar
X ,

(W1 +W2)
⊥ =W⊥1 ∩W⊥2 and (W1 ∩W2)

⊥ =W⊥1 +W⊥2 ;

(ii) If W is a closed subgroup of Aar
X , then, algebraically and topologically,

(W⊥)⊥ =W and W ≃ ̂Aar
X

/
W⊥ .

With this, we can complete our proof, using Proposition 15 for perpendicular
subspaces of our level two subspaces Aar

X,01, Aar
X,02, Aar

X,12(D) of Aar
X , as follows:

(1) Topological duality between H0
ar and H2

ar

̂H2
ar(X, (ω)−D) ≃

(
Aar
X,01 + Aar

X,02 + Aar
X,12((ω)−D)

)⊥
≃
(
Aar
X,01

)⊥
∩
(
Aar
X,02

)⊥
∩
(
Aar
X,12((ω)−D)

)⊥
=Aar

X,01 ∩ Aar
X,02 ∩ Aar

X,12(D) ≃ H0
ar(D);

(2) Topological duality among H1
ar

̂H1
ar(X, (ω)−D) =

( Aar
X,02 ∩

(
Aar
X,01 + Aar

X,12((ω)−D)
)

Aar
X,01 ∩ Aar

X,02 + Aar
X,02 ∩ Aar

X,12((ω)−D)

)̂

≃
(
Aar
X,01 ∩ Aar

X,02

)⊥ ∩
(
Aar
X,02 ∩ Aar

X,12((ω)−D)
)⊥(

Aar
X,02

)⊥
+
(
Aar
X,01 + Aar

X,12((ω)−D)
)⊥

=

(
Aar
X,01 + Aar

X,02

)
∩
(
Aar
X,02 + Aar

X,12(D)
)

Aar
X,02 + Aar

X,01 ∩ Aar
X,12(D)

≃
(
Aar
X,01 + Aar

X,02

)
∩ Aar

X,12(D)

Aar
X,01 ∩ Aar

X,12(D) + Aar
X,02 ∩ Aar

X,12(D)
≃ H1

ar(X,D).

This then completes the proof of Theorem III.
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