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There are many real-life situations where we must choose one option among extremely
many, as quickly and optimally as possible. Such combinatorial optimization problems are
ubiquitous and possibly quite hard to solve them fast. One approach to find an optimal
solution to a given problem is to translate it into an Ising Hamiltonian on a finite graph
G = (V,E) with no multi- or self-edges and find a ground state that corresponds to an
optimal solution.

Given a system of spin-spin couplings J = {Jx,y}{x,y}∈E (with Jx,y = 0 if {x, y} /∈ E)
and external magnetic fields h = {hx}x∈V , the Ising Hamiltonian of a spin configuration
σ = {σx}x∈V ∈ Ω ≡ {±1}V is defined as

H(σ) = −1

2

∑
x,y∈V

Jx,yσxσy −
∑
x∈V

hxσx. (1)

Let GS = argminσ∈ΩH(σ), which is the set of spin configurations where the Hamiltonian
attains its minimum value. A standard method to find an element from GS is to use a
Markov chain Monte Carlo (MCMC) to sample the Gibbs distribution πG

β (σ) ∝ e−βH(σ)

at the inverse temperature β ≥ 0, which attains its highest peaks on GS. There are several
MCMCs that can generate the Gibbs distribution as the equilibrium distribution. One of
them is the Glauber dynamics, which is defined by the transition probability

PG

β (σ,σ
x) =

1

|V |
wG

β (σ
x)

wG
β (σ) + wG

β (σ
x)

(1)
=

1

|V |
e−βh̃x(σ)σx

2 cosh(βh̃x(σ))
, (2)

where (σx)y = (−1)δx,yσy and h̃x(σ) =
∑

y∈V Jx,yσy + hx; if the Hamming distance be-
tween σ and τ is bigger than 1, PG

β (σ, τ ) is defined to be zero. Since PG
β is aperiodic,

irreducible and reversible with respect to πG
β , the Glauber dynamics has a unique equilib-

rium distribution πG
β . However, since the number of spin-flips per update is at most one,

it is potentially slow and may not be so useful in practice. It has been longed for a way
to update many spins at once, independently of each other.

One such MCMC is in a particular class of probabilistic cellular automata [1, 3]. Since
the abbreviation PCA has long been used for principal component analysis in statistics,
we would rather call it the stochastic cellular automata (SCA). It is defined by the doubled
Hamiltonian with the pinning parameters q = {qx}x∈V as

H̃(σ, τ ) = −1

2

∑
x,y∈V

Jx,yσxτy −
1

2

∑
x∈V

hx(σx + τx)−
1

2

∑
x∈V

qxσxτx

= −1

2

∑
x∈V

(
h̃x(σ) + qxσx

)
τx −

1

2

∑
x∈V

hxσx. (3)
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Let

wSCA

β,q (σ) =
∑
τ

e−βH̃(σ,τ ) (3)
=

∏
x∈V

2e
β
2
hxσx cosh

(
β
2
(h̃x(σ) + qxσx)

)
, (4)

and define the SCA transition probability as

P SCA

β,q (σ, τ ) =
e−βH̃(σ,τ )

wSCA
β,q (σ)

(4)
=

∏
x∈V

e
β
2
(h̃x(σ)+qxσx)τx

2 cosh(β
2
(h̃x(σ) + qxσx))

. (5)

Because of this product form, all spins are updated at once, independently of each other.
Since H̃ is symmetric, P SCA

β,q is reversible with respect to πSCA
β,q (σ) ∝ wSCA

β,q (σ), which is
different from the Gibbs distribution, so we cannot naively use it to search for an element
in GS. However, since H̃(σ,σ) = H(σ)− 1

2

∑
x∈V qx, the total-variation distance between

πSCA
β,q and πG

β tends to zero as minx∈V qx ↑ ∞. We take minx∈V qx large enough (e.g., = λ/2,

where λ is a half of the largest eigenvalue of the matrix [−Jx,y]V×V ) to ensure that H̃
attains its minimum values on the diagonal entries:

min
σ,τ∈Ω

H̃(σ, τ ) = min
σ∈Ω

H̃(σ,σ), argmin
σ∈Ω

H̃(σ,σ) = GS. (6)

At the symposium, I will explain the following results from the joint paper [2]:

(i) If the temperature is sufficiently high (depending only on J and q), the mixing time
for the time-homogeneous SCA is at most of order log |V |, which is much smaller
than that for the Glauber dynamics under zero magnetic field.

(ii) If the temperature drops in time as βn ∝ log n, then the time-inhomogeneous SCA
weakly converges to the uniform distribution πG

∞ on GS. The sequence {βn}∞n=0 is a
standard cooling schedule in simulated annealing applied to single-spin dynamics.

I will also show some numerical results on the so-called ε-SCA, which is introduce to try
to improve performance of the SCA, and explain the current status of the ongoing joint
work with Fukushima-Kimura, Kamijima, Kawamoto, Kawamura and Noda.
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